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Abstract: The main cause for the Parkinson’s Disease is Neurodegenerative brain disorder. The process of impairment of brain cells is called 

neurodegeneration. Generally, Parkinson’s Disease is diagnosed by clinical diagnosis method. Existing clinical methods are difficult for early 

diagnosing of Parkinson’s Disease through Invasive or Non-Invasive method. Artificial Neural Network provides a way to differentiate and 

diagnose the Parkinson’s Disease. Artificial Neural Network method helps people to diagnose Parkinson’s Disease earlier and saves their lives. 

This proposed method proves to be better for early identification of disease. This method uses Feed Forward Back Propagation and trainlm 

function for producing more accuracy. Among the comparative classifications, four are chosen for highest accuracy. This method found to be 

best for early deduction of the disease with result accuracy of   98.53 and 99.44 percent training and testing respectively. 
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1. INTRODUCTION 

Parkinson’s Disease is a neurodegenerative brain 
disorder. A person’s brain slowly stops producing a 
neurotransmitter called dopamine. The less secretion of 
dopamine leads to less control to regulate their 
movements, body and emotions. The brains cells neuron 
produces the dopamine. These neurons concentrate in a 
particular region of brain called the substantia nigra. 
Dopamine is a chemical carries information from the 
substantia nigra to other parts of the brain to control 
movements of a human body. When 60 to 80 % of 
dopamine cells got damaged, the symptoms of 
Parkinson’s Disease appears. This process of 
impairment of brain cells is called neurodegeneration 
[1].  

As the statics shows more than 6.2 million peoples are 
affected with PD. Normally at the age of 60 this PD 
affects the people. James Parkinsons is the one who first 
identifies this disease and written a detailed article 
named “Shaking Palsy” in the year 1817. This disease 
also named as Parkinson’s Disease after the discovery of 
the disease by James Parkinson [2].  

There are five stages in PD. In Stage 1, Tremor occurs in 
the first stage.  Normally a person cannot able to do the 
daily activities. Tremor affects one side of the body.  

In Stage 2, Tremor and other movement systems affects 
both side of the body. Walking problem occurs.  

In Stage 3, the loss of balance and slowness occurs.  

 In Stage 4, It is a severe stage where a person needs 
assistance to walk. 

 

 

. 

Stage 5 is the most advanced stage, Where the person 

cannot able to stand and walk. Wheel chair is needed or 

bed ridden [3]. 

 
As of now there is no cure for PD. Only through the 
symptoms we can identify the disease. Various signals, 
including ECG [4] Speech [5]-[8] and gait have been 
undertaken for diagnosis of PD. Voice signal recording 
is the earliest , easiest, non-invasive method for 
diagnosing PD[9]. Most of the people suffer from 
speech disorders [10][11], this method will be 
considered as the reasonable way for deduction of 
PD[12][13]. 

This research is to identify and diagnose the PD with the 
PD datasets through ANN concept.  Using this dataset 
the PD and healthy persons can be classified using the 
ANN which helps in easy way to diagnose the PD. 

2. MATERIALS 

The Parkinson’s Dataset consist of 195 instances 

multivariate biomedical voice measurements of 31 

people among which 23 are affected with PD. Each 

column in the table is a particular voice measure, and 

each row corresponds one of 195 voice recording from 

these individuals. Each Individual is opted to have 5 to 

6 records for 23 different parameters. Status column is 

to denote the individual is affected with PD or healthy. 

Status column is set to ‘0’ for healthy and ‘1’ for PD 

affected.  

Each row in the dataset consists of different 

occurrence of one voice recording. Each individual 

voice is recorded six times [14]. 
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Table 1 Parkinson’s Dataset Attributes 

MDVP:Fo(Hz) - Average vocal fundamental frequency  

MDVP:Fhi(Hz) - Maximum vocal fundamental 

frequency  

MDVP:Flo(Hz) - Minimum vocal fundamental 

frequency  

MDVP:Jitter(%),MDVP:Jitter(Abs),MDVP:RAP,MDV

P:PPQ, Jitter:DDP - Several measures of variation in 

fundamental frequency  

MDVP:Shimmer,MDVP:Shimmer(dB),Shimmer:APQ3

,Shimmer:APQ5,MDVP:APQ,Shimmer:DDA - Several 

measures of variation in amplitude  

NHR,HNR - Two measures of ratio of noise to tonal 

components in the voice  

Status - Health status of the subject (one) - Parkinson's, 

(zero) - healthy  

RPDE, D2 - Two nonlinear dynamical complexity 

measures  

DFA - Signal fractal scaling exponent  

Spread1, Spread2, PPE - Three nonlinear measures of 

fundamental frequency variation [14] 

3. METHODS 

Artificial Neural Network works in the way the human 
neurological system works. As humans learn by 
examples the ANN also learn by examples. A human 
brain consists of largely connected elements called 
neurons. A network consists of group of interconnected 
neurons. ANN is capable of Machine Learning, Pattern 
Recognition, Adaptive Learning, Self-Organization, 
Real Time Operation and Fault Tolerance. Neural 
Network process the information in a similar way the as 
the human brain does. The Neural Network composed of 
largely interconnected neurons which works in parallel 
to solve a problem. NN cannot be preprogrammed, as it 
learns by example. The Neurons can be Single Input 

Neuron, Multiple Input Neuron and a complex Neuron 
consists of Multiple Layers. The Neuron model works in 
a way that input is given with the weight added to it and 
it is processed in the neuron with a transfer function and 
desired output will occur. A notation for single neuron 
can be written as 

a = f (wp + b)                                                                    
(1) 

where b is the biased input. 

A Multi Layered Neuron (3 Layers) can be notation can 
be given as  

a 3 = f 3 (w 3f 2 (w 2f 1(w 1p + b1) + b 2) + b3)                
(2)  

The output of layers one and two are the inputs to the 
layers two and three. The third layer is the output layer 
and the layers one and two are the called as the hidden 
layers [15]. 

 

Fig.1 Multilayer Neural Network 

4. DISSCUSIONS 

Though the first description of Parkinson's disease (PD) 
was given by James Parkinson in early 19th century. The 
knowledge of the PD has been present in India since 
ancient times. The Prevalence of PD is less compared to 
other countries. PD has been known in India since 
ancient days and the powder of Mucuna Pruriens seeds 
was used for its treatment. The present day management 
of PD in India is similar to that in the other countries. 
[16] 

A study of 92 research papers about PD in India, Non 
motor symptoms and genetics aspects are used for PD 
diagnosis. Most of the genetic mutations found to cause 
PD in other population are not found in India. There 
need to be more studies on therapeutic aspects of the 
disease. The study about the literature of PD in India are 
very less. The review shows that people of  India may 
differ from rest in the context of PD [17]. The present 
day management of PD in India is similar to that in the 
other countries [16].  

Among various study about the PD diagnosis through 

Artificial Neural Networks are discussed below. 

Information Gain is used to reduce the number of 

attributes twenty two to sixteen using the Artificial 

Neural Networks. The accuracy obtained in this 

No Attribute Info. No Attribute Info. No Attribute 
Info. 

1 MDVP:Fo(Hz) 9 MDVP:Shimmer 17 Status 

2 MDVP:Fhi(Hz) 10 MDVP:Shimmer(dB) 18 RPDE 

3 MDVP:Flo(Hz) 11 Shimmer:APQ3 19 DFA 

4 MDVP:Jitter(%) 12 Shimmer:APQ5 20 Spread1 

5 MDVP:Jitter(Abs) 13 MDVP:APQ 21 Spread2 

6 MDVP:RAP 14 Shimmer:DDA 22 D2 

7 MDVP:PPQ 15 NHR 23 PPE 

8 Jitter:DDP 16 HNR   
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technique are 82.051% in training the dataset and 

83.333% in validating the dataset [18]. Another work 

done with this Parkinson’s Dataset classification using 

Artificial Neural Network. The classifiers used are 

Random Tree, Support Vector Machine and 

Feedforward Back-propagation based Artificial Neural 

Networks.   Through this method the accuracy got are 

97.37% [19].  Acoustic voice analysis and measurement 

is also used for diagnosis neurological disordered 

voices like Parkinson’s Disease. In this method they 

uses Mel-frequency cepstral coefficient features. They 

used 137 sustained vowel phonations among 73 patients 

were suffering from neurological disorders and 64 were 

healthy peoples includes both male and female. 

Artificial Neural Network were used for classification 

of neurological disorders and healthy people. The 

classification accuracy they obtained are 92% [20].  

Cartesian Genetic Programming evolved Artificial 

Neural Network is applied for diagnosing Parkinson’s 

Disease. The experiment analysis is in progress by them 

using Genetic Programming method [21].  Four 

Classification Methods are used for diagnosing 

Parkinson’s Disease. These four classification schemes 

are Neural Networks, DMneural, Regression and 

Decision Tree. Among these four methods Neural 

Networks yield better results of about 92.9% [22]. The 

previous method with the accuracy of 92.9% [22] 

comes with a cost of reduced prediction accuracy of the 

small class. The Neural Network is designed to boost by 

filtering. It results in increase of robustness and 

obtained the accuracy of >90% [23]. Also the selected 

fields 1-17-19-20 produces the highest accuracy 

compared the other methods. SVM produces 91.40%, 

MLPNN produces 89.90%, RBFNN produces 87.63%, 

ANFC-LH produces 94.72% accuracy in testing [24]. In 

the above mentioned methods the attribute values 

chosen are 2-17-19-21.  

Another classification diagnosis of PD using Genetic 
Algorithm and SVM indicates that the classification 
accuracy achieved by them are 94.50% with the 
attributes Fhi (Hz), Fho (Hz), jitter (RAP) and shimmer 
(APQ5). With selection of 7 attributes Fhi (Hz), Fho 
(Hz), Flo (hz), jitter (RAP), shimmer (APQ5), Jitter 
(ABS), shimmer they obtained the accuracy of 93.66% 
is obtained. With selection of 9 attributes Fhi (Hz), Fho 
(Hz), Flo (hz), jitter (RAP), shimmer (APQ5), 
Jitter(ABS), shimmer, Jitter (%), HNR 94.22% accuracy 
is obtained using SVM classifier [25]. 

5. LEARNING METHODS 

A Machine Learning research majorly focus to 
automatically learn and recognize complex patterns and 
make intelligent decisions based on the data. Machine 
Learning must adopt to the human learning methods like 
[26].  

1. Perceptual Learning 

The learning of new objects, categories, relations etc., 

2. Episodic Learning 

Learning of events like what, when and where. 

3. Procedural Learning 

The learning of new actions and action sequences with 

which to accomplish new tasks. Machine Learning 

algorithms have proven to be of great practical value in 

many applications. 

Common Machine Learning types are:   

 

1) Supervised Learning:   

where the algorithm generates a function that maps 

inputs to desired outputs. One standard formulation of 

the supervised learning task is the classification 

problem: the learner is required to learn (to approximate 

the behavior of) a function which maps a vector into 

one of several classes by looking at several input-output 

examples of the function. 

objective of specialization is to obtain the whole atlas of 

specialization chains (graphs) by assigning various 

types of members and joints to each available 

generalized chain (graphs) subject to the design 

requirements and design constraints specified above. 

2) Unsupervised Learning 

which models a set of inputs: labeled examples are not 

available.  

3) Semi Supervised Learning 

Which combines both labeled and unlabeled examples 

to generate an appropriate function or classifier.  

4) Reinforcement Learning 

Where the algorithm learns a policy of how to act given 

an observation of the world. Every action has some 

impact in the environment, and the environment 

provides feedback that guides the learning algorithm.  

5) Transduction  

Is similar to supervised learning, but does not explicitly 

construct a function: instead, tries to predict new 

outputs based on training inputs, training outputs, and 

new inputs [26]. 

6. BACK PROPOGATION 

Backpropagation was created to multi-layer networks 
and nonlinear differentiable transfer functions. It is a 
common method used in ANN for training. When an 
input is given to the network it traverses through layer 
by layer until it reaches the output. The output is 
compared with the desired output using the loss 
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function. Error value is calculated in each neurons and 
propagates backward until each neuron has an associated 
error value nearer to the desired output [27]. 

This training method updates the weights and bias 

values according to Levenberg-Marquardt optimization. 

It can train any network if it is provided with weight 

input and transfer functions have derivative functions.  

It requires more memory and is the fastest 

backpropagation algorithm which is mostly used for 

supervised algorithm [28].  

So trainlm method is used for the training of the PD 

dataset to get more accurate and fast result. 

7. EXPERIMENTAL RESULTS 

From the 23 attributes of the PD dataset to select the 

desired attribute for training with ANN, classification 

process is done with each attribute with a non-linear 

measurement of fundamental frequency variation ie., 

Spread1 and Status column is chosen. 18 graphs are 

plotted to visualize the better classification values to 

predict PD and healthy persons. Another set of 18 

graphs were plotted for better classification of each 

field with non-linear measurement of fundamental 

frequency variation ie., Spread2 and Status column. 

Totally 36 graphs are plotted for identifying better 

classification values present in the dataset to predict the 

PD or healthy persons.  

The fields chosen from PD dataset are based on less 

percentage of overlaps produced by the classification 

graphs. Among 36 classification graphs the less overlap 

fields found are the set1: MDVP:Fo(Hz), Spread1 and 

Status, set2: DFA , Spread1 and Status , Set3: 

MDVP:Fo(Hz), Spread2 and Status, Set4: 

Shimmer:APQ3 ,Spread2 and Status. So these four sets 

are chosen for training and testing. In the first of 

classification, each column with Spread1 and Status, the 

most accurate classification occurs for the field of 

MDVP:Fo(Hz) , RPDE and DFA respectively.  

 

Fig. 2 Graph of MDVP: Fo(Hz), Spread1 Vs Status 

Fig.2 shows the classification for the values associated 
with the attributes MDVP: Fo(Hz) (Average Vocal 

Fundamental Frequency), Spread1(Non-Linear measures 
of Fundamental Frequency Variation) and Status. 

Fig.3 shows the classification for the values associated 
with the attributes DFA (Signal Fractal Scaling 
Exponent), Spread1(Non-Linear measures of 
Fundamental Frequency Variation) and Status.   

Among the classification of each 23 columns with 
Spread1 and Status; MDVP: Fo(Hz), Spread1 and Status 
has the accurate classified values without much 
overlapping and it is followed by DFA, Spread1 and 
Status as shown in Fig.3. So, the fields chosen for the 
training through ANN are MDVP: Fo(Hz), DFA, 
Spread1 and Status  (1-17-19-20). 

Among 195 variant values of 31 people are taken for 
training and testing.  About 75% of data is assigned for 
training and 25% of data is assigned for testing. 
Levenberg-Marquart optimization is used. Network 
Type used are: Feed Forward Backpropagation, the 
Training Function used are TRAINLM, Adaptive 
Learning Function used are: LEARNGDM and the 
Transfer Function used are TRANSIG. The output 
obtained is shown in the Regression Graph. Fig.4. 

 

Fig. 3 Graph of DFA, Spread1 Vs Status 

Fig. 4 Regression graph of MDVP: Fo(Hz), DFA, 

Spread1 and Status 
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In Fig. 4 shows the training and testing results of the 

four parameters MDVP: Fo(Hz), DFA, Spread1, Status 

using the trainlm function. 

Table 2 Resultset of 1-17-19-20 attributes 

Attributes Method Training 

% 

Testing % 

1-17-19-20 FFBP 98.53 99.44 

 

In the next set of classification is done for each column 

with Spread2 and Status and the most desirable 

classification occurs for the field of MDVP: Fo(Hz), 

Spread2, and Status. And the next desirable 

classification occurs for the attributes Shimmer: APQ3, 

Spread2 and Status. 

Fig. 5 Graph of MDVP: Fo(Hz), Spread2 vs Status 

 

 
Fig. 6 Graph of Shimmer: APQ3, Spread2 Vs Status 

Another set of classification for 23 columns with 

Spread2 and Status is done. Among this MDVP: 

Fo(Hz), Spread2 and Status has the clear classified 

values without much overlapping and it is followed by 

Shimmer: APQ3, Spread2. and Status as shown in 

Fig.5. So, the fields chosen for the training of ANN are 

MDVP: Fo(Hz), Spread2 and Status. (1-11-17-21) 

Among 195 variant values of 31 people are taken for 

training and testing.  About 75% of data is assigned for 

training and 25% of data is assigned for testing. 

Levenberg-Marquart optimization is used. Network 

Type used are Feed Forward Backpropagation, the 

Training Function used are TRAINLM, Adaptive 

Learning Function used are LEARNGDM and the 

Transfer Function used are TRANSIG.  

 

 
 

Fig. 7 Regression graph of MDVP: Fo(Hz), Shimmer: 

APQ3, Spread2 and Status 

In Fig. 7 shows the training and testing results of the 

four parameters MDVP: Fo(Hz), Shimmer: APQ3, 

Spread2 and Status using the trainlm function.   

 

Table 3 Resultset of 1-11-17-21 Attributes 

Attributes Method Training 

% 

Testing % 

1-11-17-21        FFBP     97.22    97.35 

 

8. CONCLUSIONS 

Experimental result shows that feed forward 

backpropagation of ANN with trainlm method has 

highest accuracy of training and testing values 98.53% 

and 99.44% respectively with the highest classified 

attribute values of 1-17-19-20 compared to the attribute 

values 1-11-17-21 which score 97.22% in training and 

97.35% in testing. Number of Layers used are 8. 

Number of neurons, hidden layers used for 

experimenting are 10.  This experiment with different 

field and method with trainlm function produces more 

accurate results which helps in classifying PD affected 

people with the healthy people. Hence it is more useful 

for diagnosing the PD affected people. 
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