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Abstract: Cluster analysis is a prime Pattern Recognition method used to categorize sample patterns in a population by means of 

forming different clusters by assigning cluster memberships to the sample patterns depending on the feature similarity relationship 

among different patterns. Patterns displaying dissimilar feature values are assigned different cluster memberships whereas patterns 

carrying similar feature values are placed into same cluster. Searching the relationship among horticultural data has become a major 

research area in Pattern Recognition. In this paper we have used the morphological features for describing the characteristics of 

Tomato leaves and fruits belonging to different classes. Morphological feature values are extracted from different tomato lea f and 

fruiting habit samples to analyze through K-Means and Two-step clustering techniques to segment leaf and fruit samples into separate 

clusters according to their species owing to categorize them. Our experimentation also compares and discusses about the importance of 

the features which are obtained through K-Means and Two-step Clustering technique, may be useful for leaf and fruit species 

categorization. 
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1. INTRODUCTION 
Economic growth of a nation depends highly on its 

agricultural and horticultural development. As different 

cultivars may need specifically different cultivation processes 

for better growth and quality development hence it is very 

much needed to identify the horticultural cultivars belonging 

to different classes independently, so that appropriate 

cultivation means can be applied for specific cultivar. Thus 

horticultural species categorization is a very important task for 

cultivation. This task of categorization is easy to perform for 

the crops with small number of species variations, but the task 

becomes a tough one if huge numbers of crop species are to 

be dealt with. Horticultural vegetable like tomato have large 

variety of species found all around the globe. The high 

variation of morphological feature values of tomato leaf and 

fruit among different tomato species is a prominent indicator 

of species diversity upon which cluster analysis would be 

applied to form different tomato-species clusters and thus 

categorizing the tomato species depending on their cluster 

memberships. This automatic method of species 

categorization through clustering exhibits high level of 

accuracy and requires trifle time compare to manual process. 

Cluster analysis also produces some distinguishing results 

through which the feature importance of leaves and fruits 

could be predicted which may be of very useful while 

classifying the particular plant species.  

 

2. BASIC CLUSTER ANALYSIS 
Cluster analysis is an important analytical procedure used for 
the purpose of analysing data. Cluster analysis is widely used 
in different research areas like machine learning, pattern 
recognition, market research, digital image processing, 
Biology etc. Basically, clustering divides the sample entities 

into different groups called clusters depending on similarity 
present between entities. Entities placed into same cluster, 
bear great deal of similar features where as entities belonging 
to different clusters don‟t have that much of feature similarity 
like same cluster entities. All the member entities of a cluster 
can be represented by the cluster centre of that cluster. Now 
with the compact cluster formation, obtaining information 
from the original entity set can be sufficiently reduced to 

collecting information about a small number of clusters. 
Information obtained from the clusters can be very effective 
for purposes like entity classification, identification etc. 
 
Clustering algorithms can be classified into categories such 
as: Partitional Clustering and Hierarchical Agglomerative 
Clustering. We discuss these two clustering techniques briefly 
in the following- 
 

Partitional Clustering starts with some initial clusters. For 
each of the initial clusters, a cluster center is calculated by 
fulfilling the optimality condition. Sample objects are placed 
in different clusters depending on the smallest distance 
criterion i.e. a sample object is placed in that cluster whose 
cluster center is minimum distance away from the sample 
object. Sample input data are partitioned into the initial 
clusters. In the next step, cluster centers are recalculated and 

objects are again placed in different clusters depending on the 
new calculated cluster centers. This process of cluster center 
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recalculation and placing the objects in clusters continues 
unless the placement of the objects in the clusters remains 
unaltered between two successive rotations. 
 
Hierarchical Agglomerative Clustering algorithm starts with 

some single clusters depending on the size of the input data 
set. Number of initial single clusters is equal to the size of the 
input data set and each of the input patterns belongs to 
different cluster. Now as the algorithm moves, at each of the 
successive steps, merging of the cluster pairs having highest 
level of attribute similarities is performed. 
       

3. APPLIED CLUSTERING METHODS 

3.1 K-means Cluster Analysis  
K-Means cluster analysis falls into the category of partional 
clustering algorithm. K-Means cluster analysis is used for 
analysing the feature data set.  
Let‟s assume that P number of sample patterns is to be 

clustered. A pattern set  D={d1,d2,..,dP}represents the sample 
patterns .The characteristics of each sample  pattern is 
represented by Z number of features, which constitute the 
feature set F={f1,f2,……,fZ}. Now for each of the Z features, 
P different feature values are obtained from each of the P 
sample patterns. The feature values associated to a feature fX 
forms the individual feature value set    
IFVX={ifv1X,ifv2X,...,ifvNX,...,ifvPX},of size P, where ‟ ifvNX‟, 

an element of the set IFVX, denotes the feature value of N th 
sample pattern with respect to feature fX. K-Means cluster 
analysis is done on each IFV, to place P patterns in k(user 
given value) different clusters depending on the values of the 
elements of the IFV. K-Means clustering initially selects k 
patterns out of P patterns as initial clusters. Each cluster is 
represented by a cluster center. The value of each initial 
cluster center will be one of the elements of the IFV chosen 

randomly with uniqueness condition that same IFV element 
can‟t be placed into more than one initial clusters. Also the 
cluster membership of a particular IFV element remains same 
till the end of the clustering process.  
 
Let‟s consider that K-Means clustering is applied to IFVX. 
This will lead to the formation of k clusters each having a 
cluster center. Let‟s consider that the cluster center of „i‟ th 

cluster is denoted by CCi. Let‟s denote the value of cluster 
center CCi by VCCi. Now „M‟ th data pattern dM will be 
placed into the „i‟ th cluster by satisfying the condition     
Dis(dM ,CCi) < Dis(dM,CCj) ,for all j≠i, where Dis(dM,CCi) is 
the distance between the data pattern dM  and the „i‟ th cluster 
center CCi  and  Dis(dM,CCj)  is the distance  between dM and  
another „j‟ th cluster center CCj. Now, Dis(dM,CCi) can be 
calculated as per the following equation-  
 

Dis(dM,CCi) = | ifvMX - VCCi |                                               (1)                                                 
 
The values of k cluster centers will be recalculated again and 
again unless no new member is placed in clusters. The 
updated value of a cluster center is the calculated average of 
the values member elements of the cluster. So VCCi is 
updated as - 
VCCi = (vme1i + vme2i + .....+ vmeli +…. + vmesi).(1/s)       (2)          

, where „vme1i‟ denotes the value of „l‟ th member element of 
„i‟ th cluster having „s‟ number of member elements of the „i‟  
th cluster. Basically value of each member element is an 
element of set IFVX.   
In the following, we summarize different steps of K-Means 
algorithm done on the set IFVX - 

1) Randomly choose k number of initial cluster centers out of 
P elements of the IFVX set. 
2) Place each pattern from pattern set D in the cluster whose 
cluster center is closest to it by calculating the pattern-cluster 
distance as per equation (1). 

3) Recompute cluster centers as per equation (2), depending 
on the recent placement of the elements into the cluster and 
reassign the elements to its closest cluster based on the newly 
computed centers. 
4) Repeat step 2 and 3 until there is no alteration in the cluster 
memberships.  
 

3.2 Two step Cluster Analysis 
Two-step cluster analysis belongs to the class of Hierarchical 

Agglomerative Clustering. Consider the pattern set D of size P 

and feature set F of size Z as mentioned in section 3.1. Values 

of Z features are extracted from each pattern. Hence values 

related to Z features, extracted from I th pattern dI, forms the 

values of features set VFI={vfI1,vfI2,…..,vfIJ,….vfIZ},where vfIJ 

is the value of J th feature extracted from I th pattern. Each 

pattern is represented by its VF set. Now the values of all 

features extracted from all P patterns build a set of all values 

of features AVF={VF1,VF2,…VFI….,VFP}. Two-step cluster 

analysis is performed on the set AVF .Two-step clustering 

initially forms some sub-clusters and places P patterns into 

them. Each pattern is described by its VF values, so each sub-

cluster contains the VF value of the member pattern. Let‟s 

consider that scA and scB are two sub-clusters containing  

pattern dI and dK respectively. Now the distance between scA 

and scB is  calculated by calculating the Euclidean Distance 

between VFI and VFK, denoted by ED(VFI,VFK),in the 

following equation- 

ED(VFI,VFK)=(( vfI1 - vfK1)
2+( vfI2 - vfK2)

2+..+( vfIZ - vfKZ)2)1/2 

                                                                                               (3) 

The Two-step algorithm operates on AVF set in the following 

manner- 

1) Place all the P sample patterns into different sub clusters 

depending on the values of the features set (VF) of each  

pattern. So each sub-cluster contain the VF set of a pattern. 

2) Calculate the distance between sub clusters using equation 

(3). Merge two nearest sub-clusters(clusters with minimum 

distance between each other) into one cluster to form new 

clusters.  

Repeat the process of nearest cluster merging between the  

new clusters until desired number of clusters are formed.  

4. EXPERIMENTAL RESULTS 
In this paper we have used the best selected morphological 
features [1] to perform K-Means and Two-step clustering with 
the help of IBM SPSS statistics 20 data mining tool and there 
by comparing the cluster building abilities of these features. 
This comparison will give better visibility about the impact of 

the features in machine vision solutions. The morphological 
features used in our experiment are listed below - 

      Leaf Features          

       1) Major Axis 
       2) Minor Axis 
       3) Aspect Ratio  
       4) Eccentricity 
       5) Area     

       6) Rectangularity 
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       7) Diameter 
       8) Compactness 
       9) Perimeter Ratio of Major Axis-Minor Axis 
     10) Perimeter Ratio of Diameter 
     11) Concavity 

     12) R-Factor 
 

          Fruit Features  

 

         1) Branch Length 

          2) Branch Width 
          3) Length Width Ratio    
          4) Area 
          5) Perimeter 
          6) Equivalent Diameter      
          7) Rectangularity 

          8) Diameter 
          9) Perimeter Ratio of Branch Length-Branch Width 
         10) Perimeter Ratio of Diameter 
         11) Convexity 
         12) Solidity 
         13) On Pixels 
         14) Narrow-Factor 

 

4.1 K-Means Clustering Results 
K-Means clustering is performed individually on feature 
values, related to each individual leaf and fruit features, 
extracted from all sample leaf and fruit patterns.  
 

K-Means process starts by randomly selecting 15 and 14 
initial cluster centers of individual leaf features (Table 1) and 
individual fruit features (Table 2) respectively.  
 

Table 1- Randomly chosen Initial cluster centers for 

individual leaf features 
 

 
 

 
 

 
 

 

 

 

 

 

 
 

 

 

 

 

 

 

 
 

 
 



International Journal of Computer Applications Technology and Research 

Volume 2– Issue 5, 557 - 586, 2013, ISSN:  2319–8656 

www.ijcat.com  560 

 

 

 
 

 

 

 
 

 
 

 

 

 

 

 
 

 

 

 

 

 

 
 

Table 2- Randomly chosen Initial cluster centers for 

individual fruit features 

 

 

 
 

 
 



International Journal of Computer Applications Technology and Research 

Volume 2– Issue 5, 557 - 586, 2013, ISSN:  2319–8656 

www.ijcat.com  561 

 
 

 

 

 

 

 
 

 
 

 

 
 

 

 

 
 

 
 

 
 

 

 

 

 

 

 
 

 



International Journal of Computer Applications Technology and Research 

Volume 2– Issue 5, 557 - 586, 2013, ISSN:  2319–8656 

www.ijcat.com  562 

 

 

 

 

 

 

 

 

 

 

 

 

 
 
Table 3 and Table 4 represent the iteration history of the K-
Means clustering on individual leaf and fruit features 
respectively. Iteration history shows the number of times the 
clustering iterates before completion. Clustering algorithm 
completes when there is a small change or no change in the 
cluster centers, there by achieving the convergence.  
  

Table 3- Iteration History of clustering on 12 individual 

leaf features  

 

Table 3.1- Iteration History of clustering on Major Axis  

 

 

 
a. Convergence achieved due to no or small change in cluster 
centers. The maximum absolute coordinate change for any 
center is .000. The current iteration is 3. The minimum 
distance between initial centers is 12.009. 
 

Table 3.2- Iteration History of clustering on Minor Axis 

 

 
a. Convergence achieved due to no or small change in cluster 
centers. The maximum absolute coordinate change for any 
center is .000. The current iteration is 3. The minimum 
distance between initial centers is 9.006. 
 

Table 3.3- Iteration History of clustering on Aspect Ratio 
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a. Convergence achieved due to no or small change in cluster 
centers. The maximum absolute coordinate change for any 
center is .000. The current iteration is 2. The minimum 
distance between initial centers is .089. 
 

Table 3.4- Iteration History of clustering on Eccentricity 

 

 
 
 

 
a. Convergence achieved due to no or small change in cluster 
centers. The maximum absolute coordinate change for any 

center is .000. The current iteration is 2. The minimum 
distance between initial centers is .008. 
 

Table 3.5- Iteration History of clustering on Area 
 

 

 
a. Convergence achieved due to no or small change in cluster 
centers. The maximum absolute coordinate change for any 
center is .000. The current iteration is 3. The minimum 
distance between initial centers is 2776.250. 

 

Table 3.6- Iteration History of clustering on 

Rectangularity 
 

 

 
a. Convergence achieved due to no or small change in cluster 
centers. The maximum absolute coordinate change for any 
center is .000. The current iteration is 2. The minimum 
distance between initial centers is .020. 
 

Table 3.7- Iteration History of clustering on Diameter 
 

 
 
 

 
a. Convergence achieved due to no or small change in cluster 

centers. The maximum absolute coordinate change for any 
center is .000. The current iteration is 3. The minimum 
distance between initial centers is 13.510. 
 

Table 3.8- Iteration History of clustering on Compactness 
 

 

 
a. Convergence achieved due to no or small change in cluster 
centers. The maximum absolute coordinate change for any 
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center is .000. The current iteration is 3. The minimum 
distance between initial centers is .025. 
 

Table 3.9- Iteration History of clustering on Perimeter 

Ratio of Major Axis-Minor Axis 

 

 

 
a. Convergence achieved due to no or small change in cluster 
centers. The maximum absolute coordinate change for any 
center is .000. The current iteration is 2. The minimum 
distance between initial centers is .115. 
 

Table 3.10- Iteration History of clustering on Perimeter 

Ratio of Diameter 

 

 

 
a. Convergence achieved due to no or small change in cluster 
centers. The maximum absolute coordinate change for any 
center is .000. The current iteration is 3. The minimum 
distance between initial centers is .237. 

 

Table 3.11- Iteration History of clustering on Concavity 

 

 

 
 
a. Convergence achieved due to no or small change in cluster 
centers. The maximum absolute coordinate change for any 
center is .000. The current iteration is 3. The minimum 
distance between initial centers is 2776.250. 

 

Table 3.12- Iteration History of clustering on R-Factor 
 

 

 
a. Convergence achieved due to no or small change in cluster 
centers. The maximum absolute coordinate change for any 
center is .000. The current iteration is 3. The minimum 
distance between initial centers is 19.686. 
 

Table 4- Iteration History of clustering on 14 individual 

fruit features  

 

Table 4.1- Iteration History of clustering on Branch- 

Length 
 

 

 
a. Convergence achieved due to no or small change in cluster 

centers. The maximum absolute coordinate change for any 
center is .000. The current iteration is 3. The minimum 
distance between initial centers is 12.009. 
 

Table 4.2- Iteration History of clustering on Branch- 

Width 
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a. Convergence achieved due to no or small change in cluster 
centers. The maximum absolute coordinate change for any 
center is .000. The current iteration is 3. The minimum 
distance between initial centers is 10.507. 
 

Table 4.3- Iteration History of clustering on Length- 

Width Ratio 

 

 

 
a. Convergence achieved due to no or small change in cluster 
centers. The maximum absolute coordinate change for any 
center is .000. The current iteration is 3. The minimum 
distance between initial centers is .074. 
 

Table 4.4- Iteration History of clustering on Area 
 

 

 
a. Convergence achieved due to no or small change in cluster 

centers. The maximum absolute coordinate change for any 
center is .000. The current iteration is 2. The minimum 
distance between initial centers is 5410.500. 
 

Table 4.5- Iteration History of clustering on Perimeter 
 

 

 
a. Convergence achieved due to no or small change in cluster 
centers. The maximum absolute coordinate change for any 
center is .000. The current iteration is 3. The minimum 

distance between initial centers is 73.000. 
 

Table 4.6- Iteration History of clustering on Equivalent- 

Diameter 

 

 
a. Convergence achieved due to no or small change in cluster 
centers. The maximum absolute coordinate change for any 

center is .000. The current iteration is 2. The minimum 
distance between initial centers is 6.655. 
 

Table 4.7- Iteration History of clustering on 

Rectangularity 
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a. Convergence achieved due to no or small change in cluster 
centers. The maximum absolute coordinate change for any 
center is .000. The current iteration is 3. The minimum 
distance between initial centers is .048. 

 

Table 4.8- Iteration History of clustering on Diameter 
 

 

 
a. Convergence achieved due to no or small change in cluster 
centers. The maximum absolute coordinate change for any 
center is .000. The current iteration is 2. The minimum 
distance between initial centers is 10.507. 

 

Table 4.9- Iteration History of clustering on Perimeter 

Ratio of Branch Length-Branch Width  
 

 

 
a. Convergence achieved due to no or small change in cluster 
centers. The maximum absolute coordinate change for any 

center is .000. The current iteration is 2. The minimum 
distance between initial centers is .110. 
 

Table 4.10- Iteration History of clustering on Perimeter 

Ratio of Diameter 
 

 

 
a. Convergence achieved due to no or small change in cluster 
centers. The maximum absolute coordinate change for any 
center is .000. The current iteration is 5. The minimum 
distance between initial centers is .191. 
 

Table 4.11- Iteration History of clustering on Convexity 
 

 

 
a. Convergence achieved due to no or small change in cluster 
centers. The maximum absolute coordinate change for any 
center is .000. The current iteration is 3. The minimum 
distance between initial centers is 1.193. 
 

Table 4.12- Iteration History of clustering on Solidity 
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a. Convergence achieved due to no or small change in cluster 

centers. The maximum absolute coordinate change for any 
center is .000. The current iteration is 2. The minimum 
distance between initial centers is .015. 
 

Table 4.13- Iteration History of clustering on On Pixels 

 

 
a. Convergence achieved due to no or small change in cluster 
centers. The maximum absolute coordinate change for any 
center is .000. The current iteration is 2. The minimum 
distance between initial centers is 5375.000. 
 

Table 4.14- Iteration History of clustering on Narrow-

Factor 

 
 

 
a. Convergence achieved due to no or small change in cluster 
centers. The maximum absolute coordinate change for any 
center is .000. The current iteration is 2. The minimum 
distance between initial centers is .012. 

 
Information regarding the membership of 15 leaf and 14 fruit 
clusters build through K-Means Clustering is shown by Table- 

5 and Table 6. The case number field signifies the sample 
leaf/fruit pattern number. The field called cluster is the cluster 
number in which a pattern is placed and distance field gives 
the distance between the pattern and the cluster center, in 
which the pattern is placed. 

 
 
 

 

Table 5-Cluster membership of leaf clusters build from 12 

individual leaf features  
 

Table 5.1-Cluster membership for Major Axis 

 

     
 

                                           
                                                                                                                                                                                                                                                                                            

Table 5.2-Cluster membership for Minor Axis 
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Table 5.3-Cluster membership for Aspect Ratio 

 

  
 

                  
 

Table 5.4-Cluster membership for Eccentricity 

 

  
 

                         
 

Table 5.5-Cluster membership for Area 
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Table 5.6-Cluster membership for Rectangularity 

 

  
 

                      
 

 

Table 5.7-Cluster membership for Diameter 
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Table 5.8-Cluster membership for Compactness 

 

  

                       
 

Table 5.9-Cluster membership for Perimeter Ratio of 

Major Axis-Minor Axis 

 

  
 

                       
 

 

 

Table 5.10-Cluster membership for Perimeter Ratio of 

Diameter 

 

  
 

                 
 

Table 5.11-Cluster membership for Concavity 
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Table 5.12-Cluster membership for R-Factor 

 

   
 

                        
 

 

 

Table 6-Cluster membership of fruit clusters build from 

14 individual fruit features  
    

Table 6.1-Cluster membership for Branch Length 
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Table 6.2-Cluster membership for Branch Width 

 

  

               
 

Table 6.3-Cluster membership for Length Width Ratio 

 

  
 

                
 

 

 

Table 6.4-Cluster membership for Area 

 

  
 

                     
 

Table 6.5-Cluster membership for Perimeter 
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Table 6.6-Cluster membership for Equivalent Diameter 

 

 

  
 

            
 

Table 6.7-Cluster membership for Rectangularity 
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Table 6.8-Cluster membership for Diameter 

 

  

             
 
 

Table 6.9-Cluster membership for Perimeter Ratio of 

Branch Length-Branch Width 

 

   
            

                  
Table 6.10-Cluster membership for Perimeter Ratio of 

Diameter 
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Table 6.11-Cluster membership for Convexity 

 

  

                      
 

Table 6.12-Cluster membership for Solidity 

 

  
                 

               
 

 

 

 
Table 6.13-Cluster membership for On Pixels 
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Table 6.14-Cluster membership for Narrow-Factor 

 

  
                   

 

 

                 
 

 

After we obtain the clusters, it is to be judged that which 
feature bears the best cluster formation capability. Feature 
having the best cluster formation capability is the most 
important feature for the cluster analysis.  K-Means clustering 
algorithm does not give this feature importance measure. 

Hence we discuss how this measure is obtained and compare 
in our experiment - 
We have used total 15 different classes of tomato leaves and 
14 classes of tomato fruits, with each class consisting of 3 
cases (patterns). Now it is to be seen that how many cases of a 
particular class are included in a same cluster. More is the 
number of cases of a particular class included in same cluster, 
better is clustering result. We calculate a measure called 

“Same Cluster Membership Ratio (SCMR)” for each class 
from the cluster membership (Table 5 and Table 6) produced 
from a particular feature and then finding the summation of 
SCMRs (Total SCMR) of all classes. Higher is the value of 
Total SCMR of a feature, higher is its importance in cluster 
formation. SCMR for a particular class can be calculated by 
finding the ratio of the total number of cases of that class 
included in same cluster and total number of cases present in 

that class (in our experiment, this value is 3 for all classes) .  

 
Now from the above definition of SCMR, it is obvious that in 
our problem, we will obtain one of the following three SCMR 
values for each class under the following conditions- 
 
i) If no case belonging to a particular class is included in same 
cluster, then SCMR of that class is 0. 

ii) If 2 cases of a class are included in same cluster, then 
SCMR of that class is 2/3=0.67(approx). 
iii) If all 3 cases of a class are included in same cluster, then 
SCMR of that class is 3/3=1. 
Thus, the range of values of SCMR in our problem is 0 to 1. 
Table 7 and Table 8 show the class number and the 
corresponding three case numbers (pattern number) that 
belong to that particular class. Cluster number is the number 
of the cluster; the case pattern is a member of. And the last 

field of Table 7 and table 8 is the calculated SCMR value of 
each class for each feature variables of tomato leaf and fruit. 
The last row of each table shows the Total SCMR value 
related to each leaf/fruit feature--- 

 

 

Table 7-SCMR calculation for individual leaf features 

 



International Journal of Computer Applications Technology and Research 

Volume 2– Issue 5, 557 - 586, 2013, ISSN:  2319–8656 

www.ijcat.com  577 
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International Journal of Computer Applications Technology and Research 

Volume 2– Issue 5, 557 - 586, 2013, ISSN:  2319–8656 

www.ijcat.com  579 
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Table 8-SCMR calculation for individual fruit features 
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Total SCMR value of each of the leaf features (Table 9) and 
fruit features (Table 10) defines the fact that „Minor 
Axis‟(Total SCMR value 5.35) ‟ and „Major Axis‟(Total 
SCMR value 0.67) are the leaf features with highest and 

lowest Total SCMR value. Hence „Minor Axis‟ and „Major -
Axis‟ are the most important and least important leaf features 
in terms of cluster formation respectively. Where as fruit 
feature having the highest and lowest importance are 
„Narrow-Factor„(Total SCMR value 8.36, highest among all 
fruit features) and „Convexity‟ (Total SCMR value 2.01, 
lowest among all fruit features) respectively. 
 

Table 9- Leaf features with their Total SCMR values 

 

     
 

Table 10- Fruit features with their Total SCMR values 

 

     
 

4.2 Two-step Clustering Results 

 
Two-step clustering algorithm has used 12 and 14 number of 

feature variables of tomato leaf and fruit as input and 15 & 14 

final clusters of leaf and fruit are produced (Figure 1). 
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Figure 1: Summary of Two-step clustering 

Figure 2 shows the quality of the cluster formation of tomato 

leaf and fruit based on Silhouette measure of cohesion and 

separation. Silhouette measure is obtained with in the range of 

-1.0 to 1.0. Silhouette measure of greater than 0.5 signifies 

that the cluster formation is of a good quality. So from    

Figure 2, it is obvious that Two-step clustering has formed 

good quality clusters from sample patterns of tomato leaf and 

fruit.  

     

    

Figure 2: Cluster formation quality for leaf and fruit. 

Number of patterns placed in a cluster defines the size of that 

cluster. Figure 3 depicts the pie chart representation of the leaf 

and fruit clusters according to their sizes expressed in terms of 

percentage of the total number of leaf and patterns. 

 

                         

 
          
 

Figure 3: Pie chart of leaf and fruit clusters (size wise) 

 

All features don‟t contribute in the same manner in the cluster 

formation process. Some features contribute highly where 

contribution of some features may be low. Features with 

higher level of contribution have higher importance in the 

formation of clusters. Figure 4 shows the top-down 

arrangement of leaf and fruit features in descending order of 

their importance in cluster formation. According to Figure 4, 

Compactness and Major Axis are the most important and least 

important leaf features. Where as Rectangularity and Branch 

Length are the fruit features with highest and lowest 

importance.   
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                                                                                                                      Figure 4: Order of Importance of leaf and fruit features 

 

 

 

5. CONCLUSION 
The scheme for K-Means and Two-step clustering 

algorithm to discriminate the tomato leaf, fruiting habit 

image samples along with morphological feature 

importance has been introduced. Formation of valid 

clusters assures the successful execution of the 

clustering techniques on the feature set and there by 

reflecting the categorical distribution of tomato species. 
Feature importance calculation through SCMR measure 

declares Minor Axis and Narrow-Factor as the 

respective leaf and fruit features upon which best 

cluster formation is observed. Where as according to 

Two-step clustering, Compactness and Rectangularity 

are the most important leaf and fruit feature as per as 

cluster formation capability is concerned. Considering 

this phenomena, one of the aspects of future work is to 

use these features to validate a large volume image 

dataset of tomato leaves and fruits. Another important 

futuristic aspect is to build up a leaf / fruit 
categorization system with relevant feedback 

mechanisms to help the persons related to cultivation 

process and collection of feedback from them for the 

enhancement of the system. Also applying the other 

renowned clustering methods like fuzzy clustering, 

neural network based clustering on the sample data set 

and hence analyzing the result is a future work.    
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