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Abstract: Between the data objects there must be cluster relationship which was assumed by clustering methods which they are applied on. 

Explicitly or implicitly will be defined based upon common things from a pair of objects. In this paper, we explored a novel based upon similarity 

measure which is multiviewpoint and also couple of clustering methods which are related. There is difference and also it is a major drawback in 

traditional dissimilarity/similarity measure to ours. The previous method only utilizes a single viewpoint, and then it is treated as origin, while our 

proposed system deals with a lot various viewpoints. Same cluster objects will not be assumed for measuring. Assessment of similarity will be 

gained by utilizing multiple viewpoints. Our system is supported with the help of conducting theoretical analysis and empirical study. For 

document clustering based on this new measure two criterion functions are explored. We measures the similarities and dissimilarities of them 

with a lot various  clustering algorithms that utilizes another well known similarity measures on different document collections to check  our 

proposal advantages. 
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1. INTRODUCTION 
           In data mining clustering takes key role when compared to 

other important ones. The main goal of clustering is to get intrinsic 

structures in information, and arrange them into perfect subgroups 

for future work and analysis. There are a lot clustering algorithms 

comes in every academic year. Those have been proved in various 

research areas, and created utilizing completely various techniques 

and approaches. 

According to present researches, even after 5 decades after 

inventing, the simple algorithm k-means has its goal and still in top 

10 algorithms list of data mining. Partitional clustering algorithm is 

the frequently utilized in reality. Not only that there is another one 

that recent survey states that k-means is the mostly utilized algorithm 

that users used in their practicals in the similar fields selected to 

utilize. There is no need to say, k-means has a little more drawbacks 

than the basic drawbacks, like cluster size sensitiveness initialization 

and its working capability is the most worst when in lot domains than 

rest of different state-of-the-art algorithms.  

It is based on similarity measure from multi view points. Can process 

large amounts of data. It improves the clustering performances. Can be 

applied documents clustering. Can be applied on web document 

clustering. Can be applied on social web sites clustering. An 

optimization process is most commonly used approach for the 

clustering crisis. Optimizing invented optimal partition with the help of 

particular similarity function among data.  
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Fig: Clustering with multiple view point 

 

Basically, there is a chance intrinsic structure of information could 

be accurately declared with the help of similarity formula embedded 

and declared in the function of clustering criterion. Based upon 

similarity measure on data or information the clustering algorithms 

effectiveness will be calculated. K-means contains objective function 

sum-of-squared-error that utilizes Euclidean distance. In the case of 

high-dimensional domains which are spherical k-means, text 

documents which utilizes cosine similarity (CS) as measure rather 

than euclidean distance cause its more efficient.  

 

2. PROBLEM STATEMENT 
Existing system: 

The previous system deals with concepts like Phrase-Based 

clustering, Concept-Based clustering, Conceptual Tree similarity 

clustering. These are containing such drawbacks that make system 

failure. 

There are some issues pertinent to most of the existing 

feature clustering methods. 

 First, the parameter k, indicating the desired number of 

extracted features, has to be specified in advance. This 

gives a burden to the user, since trial-and-error has to be 

done until the appropriate number of extracted features 

is found. 

 Second, when calculating similarities, the variance of 

the underlying cluster is not considered. Intuitively, the 

distribution of the data in a cluster is an important factor 

in the calculation of similarity.  

 Third, all words in a cluster have the same degree of 

contribution to the resulting extracted feature. 

Sometimes, it may be better if more similar words are 

allowed to have bigger degrees of contribution. Our 

feature clustering algorithm is proposed to deal with 

these issues. 

Proposed System: 

Because of the nature of similarity plays an important role in 

clustering, there is a need of a method for calculating common data 

between objects. Proposed a novel clustering similarity measure based 

on multi view point. 

 

3.  SYSTEM DEVELOPMENT 
Multiviewpoint-based similarity 

The cosine similarity will be explored in the following form without 

changing its meaning. 

 

Where vector 0 indicates the point of origin.  Based upon this formula, 

the calculation picks 0 as one and also point of reference. The common 

thing of couple of documents di and dj is defined with respect to the 

angle between the couple of points when the view is from origin. 

Two Clustering Criterion Functions IR and IV 

We now created our clustering criterion functions. The initial function, 

known as IR, is the cluster size-weighted those are sum of average of 

normal pair wise common things of documents which are in the one 
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cluster only. Initially, we explored the sum by function F in a normal 

form. 

 
Optimization Algorithm and Complexity 

We have given clustering framework of ours by Multiviewpoint-

based Similarity Clustering. At the same time, we are having 

MVSC-IV and MVSC-IR, those are with MVSC IR and IV criterion 

function, respectively. The key aim is to do clustering by optimizing 

on document IV and IR. Cause of this sake, the algorithm 

incremental k-way a sequential flow of k-means is used. Taking that 

the IV expression depends upon only on nr and Dr, r = 1; . . . ; k, IV 

will be in a general form. 

 
Where Ir(nr,Dr) is the objective value of r cluster. The similar is 

used on IR. The incremental optimization algorithm in general form, 

which contains couple of important steps those are refinement and 

initialization, are explored.  

 

Algorithm: MVS Similarity matrix construction 

 

4. RELATED WORK 
Hard clustering: Each document belongs to exactly one cluster. More 

common and easier to do Soft clustering: A document can belong to 

more than one cluster. Makes more sense for applications like creating 

browsable hierarchies.  

Cosine similarity measurement 

Assign Boolean values to a vector describing the attributes of a 

database element, then measure vector similarities with the Cosine 

Similarity Metric. Cosine similarity is a measure of similarity between 

two vectors by measuring the cosine of the angle between them.  The 

result of the Cosine function is equal to 1 when the angle is 0, and it is 

less than 1 when the angle is of any other value.  As the angle between 

the vectors shortens the cosine angle approaches 1, meaning that the 

two vectors are getting closer, meaning that the similarity of whatever 

is represented by the vectors increases. Assign Numeric values to non-

numerical items, and then use one of the standard clustering 

algorithms. Then use one of the standard clustering algorithms like, 

 hierarchical clustering, agglomerative ("bottom-up") or, divisive ("top-

down"), Partitional clustering, Exclusive Clustering, Overlapping 

Clustering, Probabilistic Clustering , Text Clustering, Text clustering is 

one of the fundamental functions in text mining. 

Text clustering is to divide a collection of text documents into different 

category groups so that documents in the same category group describe 

the same topic, such as classic music or history or romantic story. 

Efficiently and automatically grouping documents with similar content 

into the same cluster. 

Vector space model is an algebraic model for representing text 

documents (and any objects, in general) as vectors of identifiers.  

A text document is represented as a vector of terms <t1, t2, …, ti, …, 

tm>.Each term ti represents a word. A set of documents are represented 

as a set of vectors, that can be written as a matrix. 

Collection Reader 

 Transform raw document collection into a common format, e.g., XML 

Use tags to mark off sections of each document, such as,   <TOPIC>, 

<TITLE>, <ABSTRACT>,<BODY>  Extract useful sections easily 

Example: 
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 “Instead of direct prediction of a continuous output variable, the 

method discretizes the variable by kMeans clustering and solves the 

resultant classification problem.” 

Detagger  

 Find the special tags in document  “,”,”.”. Filter away tags. 

“Instead of direct prediction of a continuous output variable the 

method discretizes the variable by kMeans clustering and solves the 

resultant classification problem”. 

Removing Stopwords  

Stopwords  

 Function words and connectives.  Appear in a large number of 

documents and have little use in describing the characteristics of 

documents. 

Example 

 Removing Stopwords  

Stopwords:  “of”, “a”, “by”, “and” , “the”, “instead” 

Example: “direct prediction continuous output variable method 

discretizes variable kMeans clustering solves resultant classification 

problem” 

 Stemming 

Remove inflections that convey parts of speech, tense. 

Techniques:  Morphological analysis (e.g., Porter’s algorithm),  

Dictionary lookup (e.g., WordNet), Stems:  “prediction --->predict”,  

“discretizes --->discretize”,  “kMeans ---> kMean”,  “clustering --> 

cluster”,  “solves ---> solve”,  “classification ---> classify”. 

Example sentence:  “direct predict continuous output variable 

method discretize variable kMean cluster solve resultant classify 

problem”  

K-Means 

In some case documents are taken as real-valued vectors. Select K 

random docs {s1, s2,… sK} as seeds. Until clustering converges or 

other stopping criterion: For each doc di:  Assign di to the cluster cj 

such that dist (xi, sj) is minimal.       (Update the seeds to the 

centroid of each cluster) For each cluster cj sj = (cj). A fixed 

number of iterations. Doc partition unchanged. Centroid positions 

don’t change. A state in which clusters don’t change. K-means is a 

special case of a general procedure known as the Expectation 

Maximization (EM) algorithm. EM is known to converge. Number 

of iterations could be large. 

Result: Whole corpus analysis/navigation. Better user interface: search 

without typing. For improving recall in search applications. Better 

search results (like pseudo RF). For better navigation of search results. 

Effective “user recall” will be higher. For speeding up vector space 

retrieval. Cluster-based retrieval gives faster search. Cluster hypothesis 

- Documents in the same cluster behave similarly with respect to 

relevance to information needs. Therefore, to improve search recall: 

Cluster docs in corpus a priori. When a query matches a doc D, also 

return other docs in the cluster containing D. Hope if we do this: The 

query “car” will also return docs containing automobile. Because 

clustering grouped together docs containing car with those containing 

automobile. 

 

5. CONCLUSION 
In this paper, based upon similarity measuring we explored a 

Multiviewpoint- method, known as MVS. MVS is potentially perfect 

based upon theoretical analysis and empirical examples. MVS is 

perfect than the cosine similarity for text documents. There are couple 

of clustering algorithms that impacts some criterion functions, those are 

IR and IV. 
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MVSC-IR and MVSC-IV, are explored newely. State-of-the-art 

clustering methods utilizes various ones of similarity measure, on a 

huge count sets of document data and under various evaluation 

metrics, the explored new algorithms proven that they are capable of 

providing better clustering operating capability significantly. The 

main thing of this is the basic concept of common measure from 

many viewpoints. Upcoming methods capable of utilizing of the one 

principle, but for the relative similarity mentioned alternative forms, 

or wont utilize average but contains different methods to club the 

relative common things based upon various viewpoints.  

Apart from this paper keeping interest on documents partition 

clustering. In upcoming days, for hierarchical clustering algorithms 

it may be capable to use the proposed criterion functions. At last, we 

have explored the MVS application and its text data clustering 

algorithms. It is an interesting part to show the working on various 

types of sparse and also on dimensional data which was high.  
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