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Abstract: The paper holding a presentation of a system, which is recognizing peoples through their iris print and that by using Linear 

Discriminant Analysis method. Which is characterized by the classification of a set of things in groups, these groups are observing a 

group the features that describe the thing, and is characterized by finding a relationship which give rise to differences in the 

dimensions of the iris image data from different varieties, and differences between the images in the same class and are less. This 

Prototype proves a high efficiency on the process of classifying the patterns, the algorithms was applied and tested on MMU database, 

and it gives good results with a ratio reaching up to 74%.  
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1. INTRODUCTION 
Biometrics refers to the identification of human identity via 

special physiological traits. So scientists have been trying to 

find solution for designing technologies that can analysis 

those traits and ultimately distinguish between different 

people. Some of popular Biometric characteristic are features 

in fingerprint, speech, DNA, face and different part of it and 

hand gesture. Among those method face recognition and 

speaker recognition have been considered more than other 

during last 2 decades [1].  

Iris recognition is one of the most promising approach due to 

its high reliability for personal identification. The human iris, 

which is the annular part between the pupil and the white 

sclera, has a complex pattern. The iris pattern is unique to 

each person and to each eye and is essentially stable over a 

lifetime. Also iris pattern of left and right eye is different. 

Uniqueness, stability makes iris recognition a particularly 

promising solution to security [3]. 

The iris is a thin diaphragm, which lies between the cornea 

and the lens of the human eye. A front on view of iris is 

shown in fig.1. The iris is perforated close to its centre by a 

circular aperture known as pupil. The function of the iris is to 

control the amount of light entering through the pupil. The 

average diameter of the iris is 12mm and the pupil size can 

vary from 10% to 80% of the iris diameter [2]. 

Iris patterns become interesting as an alternative approach to 

reliable visual recognition of persons when imaging can be 

done at distances of less than a meter, and especially when 

there is a need to search very large databases without 

incurring any false matches despite a huge number of 

possibilities. Although small (11 mm) and sometimes 

problematic to image, the iris has the great mathematical 

advantage that its pattern variability among different persons 

is enormous. In addition, as an internal (yet externally visible) 

organ of the eye, the iris is well protected from the 

environment and stable over time. As a planar object its image 

is relatively insensitive to angle of illumination, and changes 

in viewing angle cause only affine transformations; even the 

nonaffine pattern distortion caused by pupillary dilation is 

readily reversible. Finally, the ease of localizing eyes in faces, 

and the distinctive annular shape of the iris, facilitate reliable 

and precise isolation of this feature and the creation of a size-

invariant representation [7]. 

 

  

Fig 1: The Human Iris. [12] 

 In view of iris recognition issue, domestic and overseas 

scholars have done a lot of in-depth researches, and put 

forward many effective iris recognition methods. Iris image 

has high dimensionality, and its feature dimensions often 

exceed the number of samples, so that the iris image is sparse 

in high-dimensional spatial distribution. If the original 

features of iris image are directly entered into the classifier for 
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learning, in which the useless and redundant features 

adversely affect the iris image' recognition rate, resulting in 

low identify efficiency [4], [5]. In order to solve the “curse of 

dimensionality” and small sample size issues incurred by iris's 

high-dimensional feature and improve the iris recognition rate 

and efficiency, some scholars have proposed the sub-mode-

based iris recognition algorithm [4], [6]. Sub-mode-based iris 

recognition algorithm refers to project the high-dimensional 

iris image onto the low-dimensional subspace by adopting 

certain dimensionality reduction methods, eliminate the 

useless and redundant features, and extract the iris features in 

low-dimensional spaces. Currentiris feature dimensionality 

reduction techniques consists of the Principal Component 

Analysis (PCA), Independent Component Analysis (ICA), 

Linear Discriminant Analysis (LDA), Isometric Feature 

Mapping (ISOMAP), Locally Linear Embedding algorithm 

(LLE), Laplacian Eigenmap algorithm (LE), Locality 

Preserving Projection (LPP) and so on. PCA, ICA, LDA are a 

class of linear dimension reduction method, which can only 

extract the global low-dimensional features. It is difficult to 

find the nonlinear manifold [4]. 

2. Overview of Linear Discriminant 

Analysis (LDA) : 
Linear Discriminant Analysis is a well-known scheme for 

feature extraction and dimension reduction. It has been used 

widely in many applications such as face recognition, image 

retrieval, microarray data classification, etc. Classical LDA 

projects the data onto a lower-dimensional vector space such 

that the ratio of the between-class distance to the within-class 

distance is maximized, thus achieving maximum 

discrimination. The optimal projection (transformation) can 

be readily computed by applying the Eigen decomposition on 

the scatter matrices. An intrinsic limitation of classical LDA is 

that its objective function requires the nonsingularity of one of 

the scatter matrices. For many applications, such as face 

recognition, all scatter matrices in question can be singular 

since the data is from a very high-dimensional space, and in 

general, the dimension exceeds the number of data points.  

Given a data matrix A ∈ IRN×n, classical LDA aims to find a 

transformation that maps each column ai of A, for 

1 ≤ i ≤ n, in the N-dimensional space to a vector bi in the -

dimensional space. That is 

. Equivalently, 

classical LDA aims to find a vector space G spanned by 

, such that each ai is 

projected onto . 

Assume that the original data in A is partitioned into k classes 

as A = {Π1,···,Πk}, where 

Πi contains ni data points from the ith class, and 

. Classical LDA aims to find the optimal 

transformation G such that the class structure of the original 

high-dimensional space is preserved in the low-dimensional 

space. 

In general, if each class is tightly grouped, but well separated 

from the other classes, the quality of the cluster is considered 

to be high. In discriminant analysis, two scatter matrices, 

called within-class (Sw) and between-class (Sb) matrices, are 

defined to quantify the quality of the cluster, as follows [4]: 

         , and 

, where    

 is the mean of the  ith class, 

And       is the global mean. 

It is easy to verify that trace(Sw) measures the closeness of 

the vectors within the classes, while trace(Sb) measures the 

separation between classes. In the low-dimensional space 

resulting from the linear transformation G (or the linear 

projection onto the vector space G), the within-class and 

between-class matrices become SbL = GTSbG, and SwL = 

GTSwG. 

An optimal transformation G would maximize trace(SbL) and 

minimize trace(SwL). Common optimizations in classical 

discriminant analysis: 

 and trace .

 (1) 

The optimization problems in Eq. (1) are equivalent to the 

following generalized eigenvalue problem:  

. The solution can be obtained by 

applying an Eigen decomposition to the matrix Sw−1Sb, if Sw is 

nonsingular, or Sb−1Sw, if Sb is nonsingular. There are at most k 

− 1 eigenvectors corresponding to nonzero eigenvalues, since 

the rank of the matrix Sb is bounded from above by k − 1. 

Therefore, the reduced dimension by classical LDA is at most 

k − 1. A stable way to compute the eigen-decomposition is to 

apply SVD on the scatter matrices. Details can be found in 

[14]. 

3.  RELATED WORK 
John Daugman [10] presents the statistical variability that is 

the basis of iris recognition is analyzed, using new large 

databases. The principle underlying the recognition algorithm 

is the failure of a test of statistical independence on iris phase 

structure encoded by multi-scale quadrature wavelets. 

Combinatorial complexity of this phase information across 

deferent persons spans about 249 degrees-of-freedom and 

generates a discrimination entropy of about 3:2 bits=mm2 

over the iris, enabling real-time identi/cation decisions with 

great enough accuracy to support exhaustive searches through 

very large databases. This paper presents the results of 9.1 

million comparisons among several thousand eye images 

acquired in trials in Britain, the USA, Japan and Korea.? 2002 

Pattern Recognition Society. Published by Elsevier Science 

Ltd. All rights reserved. Shideh Homayon , [1] proposes  
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special type of neural network is used for iris  recognition , 

say LAMSTAR , The LAMSTAR and modified LAMSTAR 

are applied on CASIA interval database. Both of them are 

really fast. For instant required time for training was 66.1584s 

and for testing 2.5939 seconds while the accuracy was 

99.39% for regular LAMSTAR and 99.57% for modified 

LAMSTAR . Jaydeep N. Kale,  Nilesh G. Pardeshi, Vikas N. 

Nirgude [3] , presents efficient algorithm for iris recognition 

using Two dimensional (2D) Discrete Fourier Transform (DFT), 

Algorithm is evaluated with CASIA iris image databases 

(version 1.0) .  M. Z. Rashad1, M. Y. Shams2, O. Nomir2, and 

R. M. El-Awady3 [8] : proposes an algorithm for iris 

recognition and classification using a system based on Local 

Binary Pattern and histogram properties as a statistical 

approaches for feature extraction , and Combined Learning 

Vector Quantization Classifier as Neural Network approach 

for classification, in order to build a hybrid model depends on 

both features. The localization and segmentation techniques 

are presented using both Canny edge detection and Hough 

Circular Transform in order to isolate an iris from the whole 

eye image and for noise detection .Feature vectors results 

from LBP is applied to a Combined LVQ classifier with 

different classes to determine the minimum acceptable 

performance, and the result is based on majority voting among 

several LVQ classifier. Different iris datasets CASIA, 

MMU1, MMU2, and LEI with different extensions and size 

are presented. Since LBP is working on a grayscale level so 

colored iris images should be transformed into a grayscale 

level. The proposed system gives a high recognition rate 

99.87 % on different iris datasets compared with other 

methods. Shibli Nisar, Mushtaq Ali Khan [9]: proposes Iris 

feature extraction using Mel Frequency Cepstral Coefficient 

(MFCC). MFCC is originally used for speech and speaker 

recognition. The MFCC is applied in Iris recognition and the 

results obtained are very accurate and satisfactory. The system 

first takes the eye pattern of a person and after converting to 

1D signal the MFCC is applied which extracts Iris features. 

The features are then compared with the features obtained in 

Enrollment phase, and decision is made after taking Euclidean 

distance. Ujwalla Gawande, Mukesh Zaveri ,Avichal Kapur 

[11] , proposes Improving Iris Recognition Accuracy by Score 

Based Fusion Method Iris recognition technology, used to 

identify individuals by photographing the iris of their eye, The 

proposed method combines the zero-crossing 1 D wavelet 

Euler No., and genetic algorithm based for feature extraction. 

The output from these three algorithms is normalized and 

their score are fused to decide whether the user is genuine or 

imposter. 

4. PROPOSED SCHEME 
The proposed work uses the Linear Discriminant Analysis 

algorithm (LDA) for the purpose of human iris recognition, 

this system was trained by using MMU1 database it is 

standard database of iris,   on a group of data containing 200 

iris image for 20 persons (10 different samples for every 

person) The system is trained and classified by using the 

algorithm of LDA, they divided the process of this system 

into four phases, as shown in Figure2. 

 

Fig 2. General structure of the system 

A. input 

It’s the system inputs, and act as the required pattern to train 

or classification on it, they entered in png or bmp format. 

B. Pre-processing 

This phase related to samples configuring of the iris, the 

image will formatted and optimized, in order to take the 

optimal shape for training or classifying, they include 

(Formatting, Cropping, Resizing, Gray scaling, Filtering). 

D. Training: 

The system were trained on 200 image of the iris for 20 

person, these image making 20 class, and each class contain 

10 left iris image and 10 right  iris image , as shown in the 

Table 1. 

TABLE 1: IMAGE USED IN TRAINING PHASE 

Class(1) Iris right (1) Class(1) Iris left (1) 

Class(2) Iris right (2) Class(2) Iris left (2) 

Class(3) Iris right (3) Class(3) Iris left (3) 

Class(4) Iris right (4) Class(4) Iris left (4) 

Class(5) Iris right (5) Class(5) Iris left (5) 

Class(6) Iris right (6) Class(6) Iris left (6) 

Class(7) Iris right (7) Class(7) Iris left (7) 

Class(8) Iris right (8) Class(8) Iris left (8) 

Class(9) Iris right (9) Class(9) Iris left (9) 

Class(10) Iris right (10) Class(10) Iris left (10) 

Class(11) Iris right (11) Class(11) Iris left (11) 

Class(12) Iris right (12) Class(12) Iris left (12) 

Class(13) Iris right (13) Class(13) Iris left (13) 

Class(14) Iris right (14) Class(14) Iris left (14) 

Class(15) Iris right (15) Class(15) Iris left (15) 

Class(16) Iris right (16) Class(16) Iris left (16) 

Class(17) Iris right (17) Class(17) Iris left (17) 

Class(18) Iris right (18) Class(18) Iris left (18) 

Class(19) Iris right (19) Class(19) Iris left (19) 

Class(20) Iris right (20) Class(20) Iris left (20) 

 

E. Classification 

On this phase they taken a decision, where the recognition is 

done, and identification of the entered image to which specific 

class it belong, by using the data resulted from the training 

process. Then entered pattern will be compared with features 

of the 20 class that exist on the system by using the Linear 

Discriminant Analysis algorithm (LDA).  
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V. RESULTS OF TESTING THE SYSTEM ON 

MMU1 DATABASE OF IRIS 

The Multimedia University has developed a small data set of 

450 iris images (MMU). They was captured through one of 

the most common iris recognition cameras presently 

functioning (LG Iris Access 2200). This is a semi-automated 

camera that operates at the range of 7-25 cm. Further, a new 

data set (MMU2) comprised of 995 iris images has been 

released and another common iris recognition camera 

(Panasonic BM-ET100US Authenticam) was used. The iris 

images are from 100 volunteers with different ages and 

nationalities. They come from Asia, Middle East, Africa and 

Europe and each of them contributed with five iris images 

from each eye. [15] 

The test was over twenty people and each person has ten iris 

images under different illuminations and distances from the 

camera. 

I. Recognition of group 1 
After testing the image of the group number 1, the system was 

recognized to 8 sample out of 10, as shown in the Table   2 

and Fig 3.  

Table 2: RECOGNITION OFGROUP 1 

 Frequency Percent 

Valid 

Percent 

Valid false 

Classification 2 20.0 20.0 

      True 

Classification  
8 80.0 80.0 

 Total 10 100.0 100.0 

 

Fig 3. Recognition of group 1 

II. Recognition of group 2 
After testing the image of the group number 2, the system was 

recognized to 8 sample out of 10, as shown in the Table   3 

and Fig 4.  

Table 3: RECOGNITION OFGROUP 2 

 Frequency Percent 

Valid 

Percent 

Valid false 

Classification 
2 20.0 20.0 

      True 

Classification  
8 80.0 80.0 

 Total 10 100.0 100.0 

 

           Fig4. Recognition of group 2 

III.  Recognition of group 3 
After testing the image of the group number 3, the system was 

recognized to 9 sample out of 10, as shown in the Table 4 and 

Fig 5.  

Table 4: RECOGNITION OFGROUP 3 

 Frequency Percent 

Valid 

Percent 

Valid false 

Classification 
1 10.0 10.0 

      True 

Classification  
9 90.0 90.0 

 Total 10 100.0 100.0 

 

Fig 5. Recognition of group 3 

IV. A. Recognition of group 4 
After testing the image of the group number 4, the system was 

recognized to 8 sample out of 10, as shown in the Table 5 and 

Fig 6. 

Table 5: RECOGNITION OFGROUP 4 

 Frequency Percent 

Valid 

Percent 

Valid false 

Classification 
2 20.0 20.0 

      True 

Classification  
8 80.0 80.0 

 Total 10 100.0 100.0 
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Fig 6. Recognition of group 4 

V. A. Recognition of group 5 
After testing the image of the group number 5, the system was 

recognized to 8 sample out of 10, as shown in the Table 6 and 

Fig 7. 

Table 6: RECOGNITION OFGROUP 5 

 Frequency Percent 

Valid 

Percent 

Valid false 

Classification 
2 20.0 20.0 

      True 

Classification  
8 80.0 80.0 

 Total 10 100.0 100.0 

 

 

Fig 7. Recognition of group 5 

VI.  Recognition of group 6 
After testing the image of the group number 6, the system was 

recognized to 6 sample out of 10, as shown in the Table 7 and 

Fig 8. 

Table 7: RECOGNITION OF GROUP 6 

 Frequency Percent 

Valid 

Percent 

Valid false 

Classification 
4 40.0 40.0 

      True 

Classification  
6 60.0 60.0 

 Total 10 100.0 100.0 

 

 

Fig 8. Recognition of group 6 

VII.  Recognition of group 7 
After testing the image of the group number 7, the system was 

recognized to 7 sample out of 10, as shown in the Table 8 and 

Fig 9. 

Table 8: RECOGNITION OFGROUP 7 

 Frequency Percent 

Valid 

Percent 

Valid false 

Classification 
3 30.0 30.0 

      True 

Classification  
7 70.0 70.0 

 Total 
10 100.0 100.0 

 

Fig 9. Recognition of group 7 

VIII.  Recognition of group 8 
After testing the image of the group number 8, the system was 

recognized to 8 sample out of 10, as shown in the Table 9 and 

Fig 10. 

Table 9: RECOGNITION OFGROUP 8 

 Frequency Percent 

Valid 

Percent 

Valid false 

Classification 
2 20.0 20.0 

      True 

Classification  
8 80.0 80.0 

 Total 10 100.0 100.0 
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Fig 10. Recognition of group 8 

IX.  Recognition of group 9 
After testing the image of the group number 9, the system was 

recognized to 8 sample out of 10, as shown in the Table 10 

and Fig 11. 

Table 10: RECOGNITION OFGROUP 9 

 Frequency Percent 

Valid 

Percent 

Valid false 

Classification 
2 20.0 20.0 

      True 

Classification  
8 80.0 80.0 

 Total 10 100.0 100.0 

 

 

Fig 11. Recognition of group 9 

X. Recognition of group 10 
After testing the image of the group number 10, the system 

was recognized to 8 sample out of 10, as shown in the Table 

11 and Fig 12. 

Table 11: RECOGNITION OFGROUP 10 

 Frequency Percent 

Valid 

Percent 

Valid false 

Classification 
2 20.0 20.0 

      True 

Classification  
8 80.0 80.0 

 Total 10 100.0 100.0 

Fig 12. Recognition of group 10 

XI.  Recognition of group 11 
After testing the image of the group number 11, the system 

was recognized to 7 sample out of 10, as shown in the Table 

12 and Fig 13. 

Table 12: RECOGNITION OFGROUP 11 

 Frequency Percent 

Valid 

Percent 

Valid false 

Classification 
3 30.0 30.0 

      True 

Classification  
7 70.0 70.0 

 Total 
10 100.0 100.0 

 

Fig 13. Recognition of group 11 

XII. Recognition of group 12 
After testing the image of the group number 8, the system was 

recognized to 7 sample out of 10, as shown in the Table   13 

and Fig 14. 

Table 13: RECOGNITION OFGROUP 12 

 Frequency Percent 

Valid 

Percent 

Valid false 

Classification 
3 30.0 30.0 

      True 

Classification  
7 70.0 70.0 

 Total 
10 100.0 100.0 
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Fig 14. Recognition of group 12 

XIII. Recognition of group 13 
After testing the image of the group number 13, the system 

was recognized to 7 sample out of 10, as shown in the Table 

14 and Fig 15. 

Table 14: RECOGNITION OFGROUP 13 

 Frequency Percent 

Valid 

Percent 

Valid false 

Classification 
3 30.0 30.0 

      True 

Classification  
7 70.0 70.0 

 Total 10 100.0 100.0 

 

 

Fig 15. Recognition of group 13 

XIV.  Recognition of group 14 
After testing the image of the group number 14, the system 

was recognized to 9 sample out of 10, as shown in the Table 

15 and Fig 16. 

Table 15: RECOGNITION OFGROUP 14 

 Frequency Percent 

Valid 

Percent 

Valid false 

Classification 
1 10.0 10.0 

      True 

Classification  
9 90.0 90.0 

 Total 10 100.0 100.0 

 

 

Fig 16. Recognition of group 14 

XV. Recognition of group 15 
After testing the image of the group number 15, the system 

was recognized to 7 sample out of 10, as shown in the Table 

16 and Fig 17. 

Table 16: RECOGNITION OFGROUP 15 

 Frequency Percent 

Valid 

Percent 

Valid false 

Classification 
3 30.0 30.0 

      True 

Classification  
7 70.0 70.0 

 Total 10 100.0 100.0 

 

Fig 17. Recognition of group 15 

XVI.  Recognition of group 16 
After testing the image of the group number 16, the system 

was recognized to 7 sample out of 10, as shown in the Table 

17 and Fig 18. 

Table 17: RECOGNITION OFGROUP 16 

 Frequency Percent 

Valid 

Percent 

Valid false 

Classification 
3 30.0 30.0 

      True 

Classification  
7 70.0 70.0 

 Total 10 100.0 100.0 
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Fig 18. Recognition of group 16 

XVII. Recognition of group 17 
After testing the image of the group number 17, the system 

was recognized to 8 sample out of 10, as shown in the Table 

18 and Fig 19. 

Table18: RECOGNITION OFGROUP 17 

 Frequency Percent 

Valid 

Percent 

Valid false 

Classification 
2 20.0 20.0 

      True 

Classification  
8 80.0 80.0 

 Total 10 100.0 100.0 

 

Fig 19. Recognition of group 17 

XVIII. A. Recognition of group 18 
After testing the image of the group number 18, the system 

was recognized to 8 sample out of 10, as shown in the Table 

19 and Fig 20. 

Table 19: RECOGNITION OFGROUP 18 

 Frequency Percent 

Valid 

Percent 

Valid false 

Classification 
2 20.0 20.0 

      True 

Classification  
8 80.0 80.0 

 Total 10 100.0 100.0 

 

Fig 20. Recognition of group 18 

XIX. Recognition of group 19 
After testing the image of the group number 19, the system 

was recognized to 9 sample out of 10, as shown in the Table 

20 and Fig 21. 

Table 20: RECOGNITION OFGROUP 8 

 Frequency Percent Valid 

Percent 

Valid false 

Classification 

1 10.0 10.0 

 True 

Classification 

9 90.0 90.0 

 Total 10 100.0 100.0 

 

Fig 21. Recognition of group 21 

XX.  Recognition of group 20 
After testing the image of the group number 20, the system 

was recognized to 7 sample out of 10, as shown in the Table 

21 and Fig 22. 

Table 21: RECOGNITION OFGROUP 20 

 Frequency Percent 

Valid 

Percent 

Valid false 

Classification 
3 30.0 30.0 

      True 

Classification  
7 70.0 70.0 

 Total 10 100.0 100.0 

http://www.ijcat.com/


International Journal of Computer Applications Technology and Research 

Volume 4– Issue 5, 395 - 404, 2015, ISSN:- 2319–8656 

www.ijcat.com  403 

 

Fig 22. Recognition of group 20 

XXI. Recognition of  all groups  
After testing the image of all groups, the system was 

recognized to 148 sample out of 200, as shown in the Table 

22 and Fig 23. 

Table 22: RECOGNITION OF ALL GROUPS 

 Frequency Percent 

Valid 

Percent 

Valid false 

Classification 
52 26.0 26.0 

      True 

Classification  
148 74.0 74.0 

 total 10 100.0 100.0 

 
Fig 23. Recognition of all groups 

40 samples were selected to measure the performance of iris 

recognition system .20 iris to test iris False Acceptance Rate 

(FAR) and 20 to test the False Rejection Rate FRR, and the 

results were as follows:  

Table 23: CALCULATION OF FALSE ACCEPTANCE 

& FALSE REJECTION   RATE 

 
False 

Rejection 

False 

Acceptance 

1 T T 

2 T T 

3 T F 

4 T T 

5 T F 

6 F T 

7 T T 

8 T T 

9 T T 

10 T T 

11 T T 

12 T T 

13 T T 

14 T T 

15 T F 

16 T T 

17 T T 

18 T T 

19 T T 

20 T T 

 

The False Acceptance Rate (FAR) = 1 /20 * 100 = 5%,    as 

shown in Table 24 .and Fig 24. 

Table 24:   FALSE ACCEPTANCE RATE 

 Frequency Percent 

Valid 

Percent 

Valid invalid 1 5.0 5.0 

                            

valid 

 

19 95.0 94.0 

                      

total 
20 100.0 100.0 

 
The False Rejection Rate (FRR) = 3/20*100= 15%, as shown 

in Table 25 and Fig 24. 

                   Table 25:  False Rejection Rate FRR 

 Frequency Percent 

Valid 

Percent 

Valid invalid 3 15.0 5.01 

                            

valid 
17 85.0 84.0 

                      

total 
20 100.0 100.0 

 

 

Fig 24. Result of False Acceptance & False Rejection Rate 
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5. CONCULSION 
The paper aim to increase  efficiently of  iris recognition 

process , which was reached recognition rate  amounted to 

74% , the samples are trained and tested on  standard database 

of iris (MMU), as we have acquired False Acceptance Rate, 

FAR) is 5 %, a ratio less than the False Rejection Rate (FRR) 

, which amounted to (15% )therefore, we can say that the  

linear discriminate analysis algorithm (LDA ) highly efficient 

in identifying the iris recognition . 
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