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Abstract: This paper presents a new approach for change detection in synthetic aperture radar images by incorporating Markov random field 

(MRF) within the framework of FCM. The objective is to partition the difference image which is generated from multitemporal satellite images 

into changed and unchanged regions. The difference image is generated from log ratio and mean ratio images by image fusion technique. The 

quality of difference image depends on image fusion technique. In the present work; we have proposed an image fusion method based on 

stationary wavelet transform. To process the difference image is to discriminate changed regions from unchanged regions using fuzzy clustering 

algorithms. The analysis of the DI is done using Markov random field (MRF) approach that exploits the interpixel class dependency in the 

spatial domain to improve the accuracy of the final change-detection areas. The experimental results on real synthetic aperture radar images 

demonstrate that change detection results obtained by the MRFFCM exhibits less error than previous approaches. The goodness of the proposed 

fusion algorithm by well-known image fusion measures and the percentage correct classifications are calculated and verified. 

Keywords-image change detection, MMRM, LRM, MRFFCM, SAR, fuzzy clustering 

 

1. INTRODUCTION 

Satellite images and geographic mapping is the key to many 

applications and it depends on the accurate information about the 

land area in a region.Upon detecting changes in the geographic area 

at different times is important in many domains.The images are 

generated by synthetic aperture radar (SAR)[1][2].The 

unsupervised[11] change detection approach is classified in to 3 

steps.1)preprocessing 2) difference image generation 3)analysis of 

difference image. Usually satellite images are subject to different 

errors. The geometric errors are systematic, which means that they 

can be identified and corrected. The images affected by external 

errors ie.due to movement of air or spacecraft also to be noticed and 

corrected.The purpose of internal errors correction is removal of 

geometrics in images.  

 

 

 

 

 

 

 

 

 

 

Figure.1. Process of change detection 

The noise removal [5] in images is the next process and of most of 

the SAR images suffer from the presence of speckle noise [4]. The 

Markov random field is a granular noise that inherently exists in and 

degrades the quality of SAR images. The next step is to identify the 

change by comparing two images by pixel by pixel and a new image 

is generated which is the difference image. 

The figure 1 shows the process of the image with MRF technique and 

the discrimination of changed and unchanged regions are separated 

using fuzzy clustering algorithms. A mean ratio and log ratio operator 

is used to identify and by improving MRFFCM clustering algorithms 

to identify the change areas.The MRFFCM (Markov Random Field 

Fuzzy C-Means clustering)[4] algorithm is proposed to focus on 

modification of membership to reduce the effect of speckle noise. 

The information provided by neighbor pixel serve as the spatial 

context and it is considered to center pixel in FCM progress.The 

point wise prior probability is of positive correlation to the new 

membership, which indicates that we are able to modify the new 

membership by modifying the point wise prior probability indirectly. 

This approach is time consuming. The analysis shows that the new 

approach not only does well in reducing speckle noise but also reduce 

time complexity. 

2. RELATED WORK 

An approach for sub pixel change detection in satellite imagery[6], 

detects the land cover changes using remote sensed images. It 

provides fine information dedicated to a specific range of application 

and its characteristics result in between fine spatial resolution and 

fine spectral resolution at high time frequency .Related another work 
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represents the changes in satellite imagery by incorporating image 

fusion and soft clustering techniques. Similar work is analyzed in 

multitemporal remote sensing images using neural based algorithm 

3.1 DETECTION OF CLUSTER CHANGE: 

In general, Unsupervised Change detection algorithms usually take 

two digitized images as input and return the locations where the 

differences between the two images can be identified. To accomplish 

this task,preprocessing is necessary focused at rendering two images 

with respect to spatial and spectral domains.Concerning the spatial 

domain, the coregistered two images are verified whether they are at 

same coordinates in the images.The crucial step,if performed in 

accuracy may lead to registration of  noise .Illumination can be 

assumed to change smoothly with respect to pixel coordinates. 

Therefore in many situations,we can divide an original scene into 

different areas of interest (AOI),so that differences in illuminance 

conditions will be constant for each pixel in a given specified area of 

interest. It is worth-noting that selecting the AOI dimensions should 

involve a trade-off between obtaining uniform illumination 

conditions and relying on sufficient statistics for carrying out the 

change detection process. 

The two registered and corrected images (a linear or non linear) 

combinations of the spectral bands of such images are compared 

pixel by pixel in order to generate a further image called as 

“difference image”. The difference images is computed in such a way 

that pixels are  associated with land cover changes present graylevel 

values significantly different from those of pixels associated with 

unchanged areas. Toexploit the spatial –contextual information[5], 

input patterns are generated corresponding to each pixel in the 

difference image, DI considering its spatial neighborhood system as 

follows. 

 

Figure. 2.a) 1st neighborhood     b) 2nd neighborhood 

 Now after,generating a two dimensional pattern corresponding to the 

pixel at position (m,n) of  DI by considering the gray value of pixels 

as one feature and average of the gray value of 8 neighbors as another 

feature .However  when SAR images are considered, changes are 

obtained by analyzing the image resulting from the applications of 

the ratio operator to the considered  couple of  SAR images with 

mean and log ratios.Hence image fusion technique is introduced to 

generate a difference image by using complementary information 

from a mean ratio image and log ratio image. Image fusion is a 

process of fusing two or more images into a single fused image, there 

by relevant information in the images are combined. . So this single 

fused image will be more informative than any of the input images. 

 

Figure 3: Process of Image Fusion based on the Stationary Wavelet Transform 

In the newly produced difference image,the pixel value of no change 

area approach zero and the pixel value of  changed area are positive 

or negative .The majority of fusion technique are based on wavelet 

transformation but the image fusion is resulting with shift variant and 

additive noise in fused image and it doesn‟t preserve edge a number 

of clusters of the image. The information loss is more thereby, the 

clarity of the fused image is also reduced .Ground truth image is 

finally obtained in which a pixel on the SAR image is compared to 

what is there in reality (at the present time) in order to verify the 

contents of the image. It helps to determine the accuracy and thereby 

minimize errors in the classification. 

3.1 Cluster change analysis using Minimum 

Mean Ratio Method (MMRM): 
The MMRM is an algorithm through which the change in the two 

images can be extracted in spatial domain. Mean is the measure of 

pixel similarity in an image. Subtracting the mean value from each 

pixel will produce the resultant image which is discriminative. Hence 

comparing the mean subtracted images will give the difference 

image. 

Mean-Ratio operator=1-min[e1/f1,f1/e1] 

Algorithm steps are: 

1. Finding the mean of the two images (m1 and m2). 

2. Finding the mean ratio m1 / m2 and m2 / m1. 

3. Normalize the mean ratio using the equation [1- min (m1/m2, 

m2/m1)]. 

4. Keep these normalized mean as the threshold and make the 

entire pixel below the threshold as „0‟ and above the threshold 

as „1‟. 
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Figure. 4.Mean ratio operator 

3.2 Cluster change analysis using log ratio method (LRM): 

The logarithmic operator is characterized by enhancing the low-

intensity pixels while weakening the pixels in the areas of high 

intensity. Therefore, the information of changed regions that is 

obtained by the log-ratio image may not  able to reflect the real 

changed trends in the maximum extent because of the weakening in 

the areas of high-intensity pixels.  

Log-Ratio operator=log1- log2 

Algorithm steps are: 

1. Finding the mean of the two images (m1 and m2). 

2. Log ratio is computed using log(m1)-log(m2). 

3. Keep this log ratio as the threshold and make the entire pixel 

below the threshold as „0‟ and above the threshold as 1. 

 
Figure. 5. Log ratio operator 

3.3 Fusing MMRM and LRM using wavelet: 

The implemented wavelet fusion algorithm steps are: 

Decompose the MMRM image into low-low, low-high, high-low, 

high-high frequency region using daubechies wavelet. Decompose 

the LRM image into low-low, low-high, high-low, high-high 

frequency region using daubechies wavelet. 

1. Find the average of every pixels of the low-low region 

2. Compare a pixel of the low-high region of the MMRM image 

with LRM image. Keep the pixel with the lesser value in the 

resultant image. 

3. Compare a pixel of the high-low region of the MMRM image 

with LRM image. Keep the pixel with the lesser value in the 

resultant image. 

4. Compare a pixel of the high-high region of the MMRM image 

with LRM image. Keep the pixel with the lesser value in the 

resultant image. 

5. Perform inverse discrete wavelet transform[12] on step 3,4,5,6 

images. 

 

 
 

Figure. 6.DWT based fused image 

4. USING FUZZY MODIFIED BY   

MARKOV   RANDOM FIELD 

The Fuzzy c means is well known and popular to distinguish the 

changed class from the unchanged class in the domain of image 

segmentation. Here is the algorithm.  

FCM ALGORITHM : 

Input    : Unlabeled data set consisting of  n patterns 

Output: Protypes V and fuzzy partition matrix U 

Step 1: set fusilier m and initialize u randomly 

Step 2: Compute each cluster center using (5) 

Step 3  : Compute all possible distances dik: i=1,2,…c ;k=1,2,..n 

Step 4  : Update fuzzy partition matrix using (6) 

Step 5  : Compute ∆=||(ut-ut-1)|| ; t denotes tth iteration 

Step 6  : Check if ∆<  ԑ ,where  ԑ is a pre defined small positive 

constant 

Step 7  : If above condition is not true goto step 2 

Step 8  : Stop 

Description: 

 Choose the number of clusters. 

 Assign randomly to each point coefficient for being    in the 

cluster. 

 Repeat until the algorithm are converged (that is ,the coefficient 

change between two iterations is no more than ,the given 

sensitivity threshold ): 

 Compute the centroid of each cluster 

  for each point compute its coefficient of being in the clusters 

The MRFFCM improves FCM by modifying the membership of each 

pixel according to the MRF based spatial context. Thecalculated the 

mean values of the two clusters and the cluster whose center is close 

to the origin (of the featurespace) is labeled as unchanged and 

another one as changed. The pixels corresponding to changed one are 

marked as black (graylevel zero)and unchanged ones are marked as 

white(graylevel 255) 
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Figure.7.SAR image 1,2 and Segmented image 

The figure shows the segmented image after the matching process. 

5. DATASETS DESCRIPTION AND 

EXPERIMENTAL SETTINGS 

The main by making qualitative visual analysis and quantitative 

analysis of the experiment results. The preprocess typical corrections 

have been done before we apply the proposed method .A log ratio 

and Mean ratio operators are employed to generate difference images. 

A classical KI method is employed for comparative analysis. A 

Markov Random Field Fuzzy c-means clustering algorithm[10] 

(MRFFCM) being a progressive clustering algorithm is employed. 

By presenting the numerical results on the three datasets we will 

show the performance of the proposed method. The first data set 

represents an area near the city of Bern, Switzerland while the second 

represents city of Ottawa and third represents the region of Yellow 

river Estuary in China. 

5.1. BERN DATASET: 

The first dataset represents selection (301x301) pixels of two SAR 

images acquired by the European remote sensing 2 satellite SAR 

sensor over the city of Bern, Switzerland, in April and May 1999 

respectively. Between the two dates, river is flooded in some parts of 

the cities of Thun and Bern and the airport of Bern entirely. Hence 

the valley between Bern and Thun was selected as a test site for 

detecting flooded areas. Here the MRFFCM, shows some changed 

regions are not detected (appearing as a low value of FN).FP of 

MRFFCM do not exhibit the best, whereas FN, PCC, KC which 

serves as an overall evaluation are best. It shows that it is less time 

consuming and time complexity. It does not engender a high time 

complexity but capable of improving detecting accuracy effectively 

.

 
Figure 8.Bern dataset (a) Image acquired in April 1999 

(b)Image  acquired in May 1999(c) Ground Truth image 

5.2.OTTAWA DATASET 

The second dataset is a section of (290x350) pixels of two SAR 

images of the city Ottawa acquired by RADARSAT SARsensor. 

They were provided by defense research and development 

Canada(DRDC),Ottawa. It shows the image acquired in May 

1997 during the summer flooding, shows the image acquired 

after the summer flooding. 

 

Figure 9. Ottawa dataset (a) Image acquired in May 1997 (b) Image 

acquired in August 1997(c) Ground Truth image 

5.3. YELLOW RIVER DATASET 

                 The third dataset comes from two SAR images 

acquired by RADARSAT-2 at the region of Yellow river 

Estuary in China in June 2008 and June 2009 respectively.The 
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original SAR images acquired by RADARSAT-2 are shown and 

with the size of 7666x7692.They are too huge to detail the 

information for our purposes, so only a small typical area of size 

306x291 pixels is selected to compare the change detection 

results of different approaches.The final map generated by FCM 

lists those high values of FP. The white spots are eliminated to 

different degrees by modifying FCM. 

 

 

Figure. 10.Yellow river dataset (a) Original Image acquired in 2008 (b) 

Original Image  acquired in 2009 (c) Selected area in (a) (d) Selected area in 

(b) .(c) Ground Truth image of the selected area. 

The following measures are computed for change detection 

results.True positive (TP) is the number of pixels that are detected as 

the changed area both in the reference image and in the change 

detection result. True negative (TN) is the number of pixels that are 

detected as the unchanged area both in the reference image and in the 

change detection result.False negative (FN) is the number of pixels 

that are detected as changed area in the reference image and as 

unchanged area in the change detection result. False positive (FP) is 

number of pixels that are detected as unchanged area in the reference 

image and as changed area in the change detection result.Overall 

error (OE) is the total number of decision errorswhich equals the sum 

of FN and FP. The percentage correct classification (PCC) is 

calculated as follows: 

 

PCC =TP + TN 

TP + TN + FP + FN. 

 Table 1. PCC calculation 

 

Datasets FP FN OE PCC KC T/s 

BERN 2615 6 2621 0.99 1 56.8 

OTTAWA 2248 113 2361 0.99099 1 71.0 

YELLOW 

RIVER 

2617 4 2621 0.99 1 66.1 

 
In addition, Kappa statistic taking into account of commissionand 

omission errors is employed for evaluating theperformance 

comparison of the methods. Kappa statisticscalculated as follows: 

Kappa =PCC –PRE/1 –PRE 

where 

PRE = ((TP + FP)(TP + FN) + (FN + TN)(TN + FP))/(TP + TN + FP 

+ TN)2. 

If the change detection result and the reference image are in full 

agreement, the Kappa value is 1. If there is no agreement between the 

change detection result and the reference image, the Kappa value is 0. 

 
Figure.11. Values of the Evaluation criteria of the three datasets 

 

The testing curve of the parameter R on the three datasets is 

employed. 

 

       6. CONCLUSION 
 

The analysis of multitemporal SAR images has been done. This 

approach is based on the universal utilized FCM algorithm and the 

MRF model. After the difference image has been generated through 

the log-ratio operator, the MRF method is noted in the procedure of 

FCM algorithm. The energy function is altered by utilizing not only 

the membership but also the number of same class of neighborhood 

pixels. Thus we are able to decide whether the central pixels are in 

the homogenous region or in the heterogeneous region.  

 The new approach does not consider the use of any prior knowledge 

about the scene but it considers only the use of gray-level intensity. 

So it is an unsupervised approach. The main advantages of change 

detection approach is reducing the speckle noise, making the 

computations are simpler and it has low complexity. To compute the 

SAR images by the technique of image fusion, the image is normally 

converted from discrete waveform to Stationary wavelet transform 

(SWT).This technique is achieved and efficiency is also increased. 
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Abstract: The proper working of online banking is essential for development and advancement over the world and influencing 

organizations, society and individuals. Online banking, a vital activity within the financial markets is experiencing real change fuelled 

by advances in information systems techniques. Non - functional requirements (NFRs) are important software requirements that have 

been evaluated and specified right from the beginning of software development cycle while specifying the functional software 

requirements (FRs). Nfrs could be thought of as additional requirements that must be fulfilled by the functional requirements. The 

dissatisfaction of Nfrs is one of the indispensable purposes behind the failure of software projects. Non- functional requirements for 

instance accuracy, usability, performance and security are often crucial to online banking system. Accordingly the nonfunctional 

requirements or Nfrs should be given attention as early as possible in a software lifecycle and must be shown in the software design 

before conferring to the detailed design. The inspiration driving this paper is to examine how the assessment of Nfrs of online banking 

system serves to systematically make choice among different alternatives. 

 

Keywords – Reengineering, Legacy, Non-functional Requirement, Requirement engineering, Usability.  

 

 

1. INTRODUCTION  
The success of a software system can be accessed on the basis 

of its fulfillment of two interdependent types of requirements. 

First and foremost, the client focused requirements that focus 

on the functionalities given to the users of the system. Second, 

the context focused requirements which can be system, 

procedure and human necessities. The later type of 

requirements is suggested as non-functional requirements 

(Nfrs). Nfrs are systems goals that may impact the operational 

environment and design decisions an employer may look for 

the progression of the software. Besides other things Nfrs 

incorporate operational environment: hardware and software 

interfaces, accuracy, performance etc. Functional 

requirements portray the noticeable external input and output 

interactions with the system under scrutiny, despite the fact 

that non-functional requirements are those that drive unique 

conditions and qualities on the system to develop. Thus, 

system acceptance testing is centered on both functional and 

non-functional system’s requirements. 

 

The NFR has various definitions in the literature and the 

industry. [19] Characterizes it as "Umbrella term to cover all 

those requirements which are not explicitly defined as 

functional”. Nfrs can be grouped either using intra model 

dependency view or intermodal dependency view. In the intra 

model dependency view, Nfrs are refined into a hierarchy 

comprising of a root NFR classification and various child 

refinements, for example, decomposition and 

operationalization [19].The disintegration is a unique 

procedure where a NFR is portrayed using child sub-Nfrs 

[19]. For example, the security NFR can be disintegrated into 

smaller sub-Nfrs so that it can be addressed in a better way. 

The operationalization is an extraordinary methodology where  

 

 

 

 

a NFR is refined into operations, functions, information 

representations and architecture design decisions that are 

important to address the NFR effectively. 

2. NON FUNCTIONAL 

REQUIREMENTS 
In competing situations time-to-market, robustness, and 

quality are some of the components which are critical 

for measuring the success of system.  As the business 

requirements are changing rapidly there is a need to 

change and develop.  In the system development 

process requirement specification is the important and 

significant step to be considered. Subsequently, there is 

a strong need to formulate the methodologies and 

standards by which one can capture the requirements. In 

addition to providing functional requirements or 

services the software system should posses the 

nonfunctional requirements as they are important for 

considering the quality of the software and amazingly 

impact the design and execution decisions a developer 

may make. These also have an impact on the 

acceptability of the software by the intended clients or 

users. 

3. THE NATURE OF NFRS 
There are different clarifications why non- functionality 

is complicated to handle. To appreciate why, it has to 

research what a NFR is and the distinctions that exist 

contrasted with functional requirements. A NFR may be 

seen as how the system act as per specific attributes, for 

instance performance, modifiability and security. A 

functional requirement also is seen as what the system 

must be capable of performing. Functional requirement 

are particular entities that are not difficult to understand 
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and administer.  In fact they are easy to verify because 

of their temperament, which infers that it is not difficult 

to give a boolean answer whether the requirement is 

satisfied i.e. "Is it conceivable to upload a document?" 

Concerning NFR it is not that irrelevant to ask essential 

inquiries and expect a boolean answer that shows if the 

requirement is fulfilled or not, this is a due to nature of 

these requirements. NFR could be seen as subjective, 

since different people decipher and evaluate the Nfrs 

contrastingly. This is exasperates even increasingly 

because of how small and uncertain NFR for the most 

part are depicted in software requirement specification. 

 

From time to time in distinctive organizations the 

systems are built according to the need, there for the 

explanation and criticalness of the various Nfrs changes 

from system to system. Which is the motivation behind 

why Nfrs can be seen as relative? Not precisely how 

Nfrs are translated or how important they are, could be 

seen as relative but how the requirements are attained. 

May be existing techniques could be created or 

upgraded to acknowledge particular Nfrs, there for the 

methodology "one solution fits all" is not suitable. 

Moreover Nfrs can be communicating, which implies 

that when understanding one requirement this could 

help solving or overturn an alternate one. In the light of 

worldwide effect of the aforementioned requirements 

local solutions for the NFR is often not sufficient. For 

example, performance centered security. Assume that 

the system will be made secure at the cost of 

performance.  

4. WHY NON-FUNCTIONAL 

REQUIREMENTS  
Functional requirements exhibit the behavior of the 

system that fulfills client's objectives or tasks whereas 

non- functional requirements consolidate constraints 

and qualities. Qualities are properties of the system that 

are examined by its and in this manner will affect their 

level of satisfaction with the system. Constraints are not 

subject to negotiation and, not at all like qualities, are 

(theoretically at any rate) off-limits all through design 

trade-offs. Contextual constraints are characteristics of 

the "super-system "  or the advancement affiliation that 

oblige the change somehow. Examples join the target 

working system or fittings stage by virtue of the 

customer environment, or the inclination set of open 

visionaries by virtue of the improvement association. 

Nfrs are in general called as quality prerequisites [4] [2] 

the business asks for the more non-viable perspectives 

to be satisfied in information schemas other than its 

usefulness. Later works proposed by [12] [21] [7] have 

demonstrated that complex reasonable models must 

administer nonfunctional requirements. Mistakes in 

light of oversight of Nfrs or to not suitably 

administering them are around the most costly and 

generally hard to reexamine [21] [13] [9]. Non- 

functional requirements are always related to a viable 

need [7]. 

5. ROLE OF NON-FUNCTIONAL 

REQUIREMENTS IN A SYSTEM 
There is much verbal confrontation about the part non- 

functional requirements play in the requirement 

elicitation and system advancement process. Systems 

and software designers succumb to two camps 

concerning this inquiry, with the line of division being 

the "qualitative" nature of non functional requirements 

A Qualitative requirement is equal to an enormous 

need, which is something that must be avoided at any 

cost. Recently, [4],[14],[16] HAVE SHOWN THAT   

there has been a push to make non- functional 

requirements more quantitative in nature. For example, 

one requirement may be: "The system might allow 

anonymous login for unlimited functions." A second 

need expresses: "The system may have defensive 

firewalls to affirm fluctuating levels of access." 

Implicitly, the stakeholder is getting two non- 

functional requirements: Ease of use and security. By 

and large, when seen uninhibitedly, non- functional 

requirements can be addressed routinely. On the other 

hand, there are times, (for example the one above) when 

they show an accident which begins ripple affect felt by 

distinctive requirements– trying to fulfill one need. The 

developer is sacrificing another requirement. 

6. NON-FUNCTIONAL 

REQUIREMENTS IGNORED  
Because of less consideration paid to a various non-

functional requirements: interoperability and testability 

NASA's Mars Climate Orbiter and Polar Lander were 

lost in Mars environment late in 1999.As far as the 

interoperability is concerned, the orbiter was delivered 

by different organization: Lockheed Martin Aeronautics 

(main contractor) and the Jet Propulsion Laboratory 

(JPL). In transforming push for the unit, Lockheed 

Martin researchers utilized English estimations, while 

JPL experts utilized the metric system. This oversight 

was recently perceived after the test was conveyed, a 

definite explanation behind the disappointment. 

Moreover, the modules that were made for the Polar 

Lander were not as brief as first considered. All through 

system testing, one module was denied (there was a 

known issue with that module) and tests were run. 

 

At a later time, the banned module was tried 

autonomously and final conveyance was made. It was 

not until the system failed in space that scientists 

recognized that the exclusion of the module all through 

system testing (they simply ran one full test), influenced 

the usefulness of the landing gear. These two missteps 

cost United States citizens $319m.Another example 

which alludes to the absence of attention to non-

functional requirements can impact framework 

unfavorably. Among distinctive clarifications and as 

various non functional requirements were ignored all 

through the system advancement stage the London 

ambulance system was deactivated after its deployment. 

Some of the non functional requirements which were 

disregarded during the deployment of the ambulance 
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are reliability (vehicles location), cost (stress on the best 

value), usability (poor control of data on the screen), 

performance (the system did what should do however 

the performance was unsatisfactory), [15] [3] 

7. THEORATICAL NFR FRAMEWORK 
The NFR Framework offers a systematic methodology 

for characterizing NFRs. It offers extraordinary 

capacity to see for all significant NFRs and their 

interdependencies. In addition, it likewise helps 

software designers to fathom the vital activities for 

guaranteeing quality. It even captures and documents 

design decisions and rationales in addition to providing 

traceability for derived specifications and requirements 

The NFR Framework offers a precise approach for 

describing Nfrs. It offers remarkable ability to see for 

all noteworthy Nfrs and their interdependencies. 

Likewise, it similarly helps software designers to 

understand the essential activities for ensuring quality. 

It even catches and reports design decisions and 

methods of reasoning in addition to providing 

traceability for derived specifications and requirements. 

7.1 Security  
Security is the feature of the system which ensures that 

system must be protected from the unintentional or 

malignant harm; unauthorized access to the data is not 

permissible. For the safety purpose the data must be 

backed up after certain period of time say 24 hours and 

the backed up data must be stored in a secure location. 

In online banking system the application must be able 

to send or receive the information to or from the server 

and client in an encrypted way. Security must stick to 

some standard and plans. 

The security is significant subject of online banking as 

client is more worried about the security of the account, 

personal data and transactions. The information kept in 

the system ought to be precise and complete.  

7.2 Performance 
The term performance alludes to the capacity of the 

system or software to process as many as transactions 

per second as submitted to it without failure. Despite 

the fact that the system is functional and reliable if it 

fails to make efficient use of resources such as CPU 

cycles, disk space etc its performance is not good that is 

the performance of the system is not up to the mark. 

Performance measure how well the system can perform 

and whether the software will have the capacity to reach 

its response time targets. Performance additionally 

measures that how effectively the software will have the 

capacity to scale with countless activities for every 

second, moment, or hour. The online banking system is 

a multi- user system, which implies distinctive clients 

can access the system simultaneously and the system 

will work accurately and proficiently. So the client is 

more worried about the performance of the online 

banking.  

The term performance suggests the ability of the system 

or software to process the same number of transactions 

every second as submitted to it without failure. 

Performance is measured in term of how well the 

system makes optimized or maximum use of the 

resources without failure. It measure how well the 

system can perform and whether the software will have 

the ability to achieve its response time targets. 

Performance moreover measures that how successfully 

the software will have the ability to scale with 

numerous activities submitted to it in every second, 

minute, or hour.  

7.3 Usability 
As online banking is carried by various types of clients 

i.e. whether they have knowledge of computers or not 

so the application designed for online baking must be 

easy to use and  enable the client to manage their 

accounts or transactions with simplicity. The 

application must have graphical user interface and it 

must have the ability to provide informative error 

messages. The qualities of the ease of use which can be 

measured are learning time it points out the time 

required to learn the application, number of errors while 

working with the normal speed furthermore the likeness 

of the client to measure the system i.e. the client 

fulfillment in utilizing the framework. The interfaces of 

the system ought to be clear, easy and simple to use and 

understand. To expand the ease of use, on-line help and 

customer care executive ought to be incorporated into 

the system to encourage online banking.  

7.4 Availability  
The online banking should be available round the clock. 

It means for how long the system is available for its 

users or clients and for how long the system will be 

operational. As far as the online banking system is 

concerned availability of the system is of uttermost 

importance as the business is round the clients and 

clients should be able to avail the benefits of online 

baking without any constraints and round the 

availability makes it happen and thus it is of importance 

for the bank and the clients as well. The online banking 

system must have the availability of 99% if not hundred 

than the availability of the system must be nearly 100%. 

7.5 Confidentiality 
Client should be able to access the online banking 

account after successful authentication. The data 

entered by the client is not accessible to other clients 

using online banking. As far as the confidentiality of the 

is concerned it means to maintain the secrecy as online 

banking is round the clock to access the account i.e. any 

where any time so it is important that the software of 

the online baking must provide the facility to maintain 

the secrecy of the clients and the clients should have 

their own passwords and user names and these must be 

automatically become inaccessible to the person who so 

ever wants to have the unauthorized access to the 

account.  

7.6 Reliability 
Reliability reflects the capacity of the software to 

maintain its performance over the time. It implies how 

well the system performs in peak hours. A robust 

system is one which has the capacity to handle the bugs 

without failure  i.e. how effortlessly it handles the bugs 
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because of data or handling, surprising conditions while 

working conditions furthermore the software  

imperfections, and if the system is robust it is reliable 

also. The application must self contained, consistent 

and complete with in itself. The failure rate in the 

online banking system should be least or negligible as 

the system is supposed to be reliable. Reliability of the 

system depends on the failure free transactions and how 

fast the system is able to recover from the failure. 

7.7 Operability  
It is concerned with the how well the software will 

work in distinctive environment. The online banking 

application must have the capacity to operate on any 

gadget i.e. hand held gadgets or desktops or laptops 

without failure the change in the environment ought not 

to hamper the operability of the software. The online 

banking system ought to be operational on any hand 

held gadgets and it ought to have the capacity to show 

the different types of currencies used in distinctive 

nations. While in operation the system ought to give the 

consistency of the operation. It is supposed to give ease 

of operation and controls by the client. The online 

banking system ought to be operational on any hand 

held gadgets and it ought to have the capacity to show 

the different types of currencies used in distinctive 

nations. While in operation the system ought to give the 

consistency of the operation. It is supposed to give ease 

of operation and controls by the client.  

7.8 Traceability 
Traceability refers to the capability for tracing the status 

of the transaction and account on account number basis. 

Traceability is an important aspect in the banking 

industry, where it makes tracking of transaction 

possible. It should contribute to the safety of the 

transaction. Online banking should enable the user to 

trace the state of his/her transaction at any time.  

7.9 Recoverability 
Recoverability implies the ability to restore your 

software to the point when failure occurred. The ability 

to recoup quickly from a system failure depends not 

simply on having backup of the data, also on having a 

predefined plan for recuperating that information. in 

case of online banking system it is obliged that the 

software ought to be tested to check it will have the 

capacity to recuperate from the failures or not to do so 

the software is subject to failures via doing deeds which 

prompts its failures e.g. restarting the machine when the 

online banking application is running, or it is getting 

information and so on. Software can get back from 

failures at the very instance when the failures occur. 

The online banking must have the capacity to recover 

itself from the failures which may happen due to 

internet problem or because of some other reason. The 

online banking ought to have the capacity to recover the 

influenced information after failure and must have the 

ability to restore the sought level of execution or 

performance. 

7.10 Visibility  
It alludes to condition of having the capacity to see 

online banking empowers the client to see the login 

screen and the configuration of the online banking 

application as per the client desire. As the customer is 

dealing with his or her transactions or accounts online 

the application must be composed in such a way, t that 

every single feature of the application is obvious to the 

client as the client logins. The different features of the 

application must be self contained so that even a novice 

can utilize it without hesitation. All the features of the 

application must be visible and easy to understand and 

use. 

8. RESEARCH METHODOLOGY 

8.1 Selecting Samples 
The main objective of this study was concentrated on 

the role of non functional requirements to assess the 

quality for reengineering. The study was intended to 

find the importance of non functional requirements like 

security, performance, usability availability, operability 

etc in online banking system. Therefore, the sample for 

this study was selected from the users of online 

banking.  

8.2 Data Collection Procedures 
Data was assembled from the clients using online 

banking. A set of questionnaire was given to online 

banking users. The first part of the questionnaire 

comprises of the general data of the respondent. Non 

functional requirements were utilized in second part. 

The last part comprises of online banking user’s 

recommendations if any. While filling up the 

questionnaire, each part of the survey was clarified to 

the respondents. 

8.3 Research Design 
A sample of 122 online banking customers was drawn, 

however 65 respondents could manage to provide the 

requisite information which was further utilized to find 

out the perception of users how and which out of 12 

non functional requirements are of importance for them 

while dealing with online banking. 

9. RESULTS AND DISCUSSION 
While measuring the information with the help of 

statistical tools, to be specific Total Weightage Score 

system (TWS), it was observed that 67% of target 

respondents were male and 33% were females, of which 

most of the respondents were lying in the age group of 

20-30 yrs i.e. 41.54%,  followed by age of 40-50 yrs i.e. 

30.77% and 12.30% were lying between the age of 30-

40 yrs while the rate of respondents in the age gathering 

of 50-60 yrs and 60-70 yrs was discovered to be less i.e. 

9.24 and 6.15% respectively. The information gathered 

was analyzed and total weightage score was computed 

and from the observation of the analysis it was 

discovered that in the online banking system client is 

more worried about the security followed by 

performance, usability and availability of the online 

banking services. From the graph indicated in Fig. 
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reliability, visibility and confidentiality are closely 

related with total weightage score ranging from 252,240 

and 233.The total score for operability and accuracy 

was discovered to be 198 and 165 respectively though 

the total weightage score for portability, recoverability 

and traceability varies between 135 and 126. 

 

 

 

Figure 1: Weightage of NFRs in online banking system 

During the study it was observed that security is of 

utmost importance amongst the other non functional 

requirements. Security is of concern for the user of the 

online banking system and also for the success of the 

online banking system as client or user is more worried 

about the security issues followed by performance 

which is affected by the speed and response of the 

connection over which the user is working. To have 

hassle free operations user is concerned about the 

usability and availability of the online banking system. 

For proper functioning the system must be reliable so 

another non functional requirement of user concern is 

reliability where as portability, recoverability, 

traceability, accuracy, usability and confidentiality 

makes the online banking system easy to use and user 

friendly  

10. CONCLUSION AND FUTURE 

SCOPE 
In this paper, non functional requirement for online 

banking system has been exhibited. The non-functional 

requirement corresponds to the quality of the system but 

in online banking system Nfrs are considered as 

requirements of paramount importance for the system. 

The security is one of the non functional requirements 

which is thought to be of absolute vitality and is 

considered as one of the primary prerequisites that 

determine the success or failure of the system. 

Performance and usability are also of importance as far 

as the proper working and running of the system is 

concerned. It has been proposed that while considering 

the quality requirements of the system the non 

functional requirements ought not to be ignored for 

proper working of the system. This work would help the 

software engineering community and to the researcher 

in enhancing the notion of Non functional requirements 

for online banking system and furthermore inspire them 

to come up with pre-specified benchmarks of Nfrs. The 

present work will be further extended as per the interest 

of the research problem and will be put to statistical 

investigation for increasing accuracy of the work and to 

improve the precision later on. 
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Abstract: In this paper, the problem of tracking the position of an object from a remote place is solved by applying the rules of fuzzy 

logic. The domain of image analysis and artificial intelligence has been integrated so as to track the position of the object and get 

results that are more precise. The object has been identified and then tracked until it has exceeded the range of a camera. Various 

techniques have been used at various levels of the entire process. Fuzzy rules have been made so as to accomplish the goal. A video 

has been first converted into frames and then using technique of background subtraction, the object has been identified and then 

tracked which is an optimal solution as well as precise.   

 

Keywords : Fuzzy Logic, Position Tracking, Fuzzy Inference System. 

 

1. INTRODUCTION 
Position Tracking using Fuzzy Logic is the leading field in the 

world of research. Today lots of research is being done in the 

field of Tracking the position of a remote object. The need to 

track position of a person or an object can be due to various 

reasons and so are the procedures. Numerous number of 

procedures has been developed in order to fulfil this need. 

Technologies and software are also present but it is our will in 

order to use which way of solving the problem of position 

tracking.  

Position Tracking: In this, first a video has been captured 

located in an area and then that video has been converted into 

frames using functions of matlab. The whole process has been 

divided into three steps: 

First is the step of object identification in which the technique 

of background subtraction has been used. In this, first the 

intensity values of all the pixels are calculated and by 

background modelling the pixels intensities are arranged. A 

threshold value is set above which all the values are 

considered to be of the object of interest and rest are 

considered to be the pixels of the background. In this way, the 

object is identified and background subtraction is performed 

in order to get the desired object. Second step is to correctly 

classify the different objects which have been identified in the 

background according to the rules. The system is made to 

learn some rules through the process of supervised learning. 

The third and the final step is to precisely track the position of 

the object. This is the most crucial step and involves very 

close analysis of the step to step movement of the object. The 

whole procedure of doing this process is being explained in 

this paper. 

2. LITRATURE SURVEY 
Position Tracking using fuzzy logic has many 

implementations among which the first that we came across 

was a Robot Soccer System, consisting of Robots and a 

Soccer ball. In this the Robots are divided into two teams and 

they both are playing a match. All the robots in this game are 

designed in such a way that each one of them will initially 

detect the position of the ball and then try to fetch a goal. The 

ball will be detected by a camera placed on the head of the 

robot. This camera once captures the image of the ball then 

detects the angle between opponent player ball and if there is 

no interruption then the ball is kicked a goal is fetched [1]. 

The second paper that we studied was on how can vehicles 

track an obstacle in front if it and then automatically takes 

decision based on the situation. This paper tells us about an 

Automatic Breaking System used in the cars which can detect 

the obstacles or object present in front of it. This was done 

using the condition that is the object present in front makes an 

angle less than 60 degrees then the object is ignored and if it I 

more than 60 degrees then the automatic breaking system gets 

ON and breaks are applied. This paper tells us how can 

objects be detected in front and then according to the situation 

occurring the decision is taken[2]. 

The methodology of Colour Based Segmentation is another 

such technique used in the field of position tracking this is 

applied by recognising the colour of the target and then 

throughout the process matching it and keeping a track of it, 

so as to track the displacement of an objectfrom initial 

position to final one. This method is simple yet efficient as 

only the colour conversion method is used and tracking is 

done in the whole process. Since the process needs to track 

the path so it also uses the Fuzzy Logic Controller to 

determine the position of the object and decline fake and 

unnecessary movements and track the right path [3]. 

Tracking can also be done by simple colour conversion 

technique that is conversion of RGB value to its 

corresponding HSB value. This is done by simple image 

processing techniques already present in the market. Blobs are 

also used as a way of calling the objects and images in a 

converted scenario of objects. This method is also simple the 

main work is done in background subtraction and then 

converting the colours of the images. The second work that is 

done is the fuzzy rules that need to be defined in such a way 

that it does not create a problem later on [4].   

While researching over position tracking we also came across 

the system of DINDS. In this process the object to be tracked 
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was observed by many cameras at a single time as the object 

moves from one place to another. The idea of taking so many 

cameras at one go was so that no single movement was 

missed by the system because that can cause error in tracking 

position. In such systems fuzzy logic is used in handing over 

the tracking ability from one camera embedded system to 

another. It gives an interesting technique of synchronisation of 

the system which there is a lot of movement going on [5]. 

3. PROPOSED TECHNIQUE 
Various researches have been done in the field of position 

tracking. The technique proposed here firstly takes a video. 

The video can be of any object which is in motion but our 

system will only work in case of tracking of human motion. 

The whole process consists of four steps: 

1) Identification of the object 

2) Classification of the object 

3) Tracking of object 

3.1 Identification Technique 

An image consists of a background as well as a foreground. 

For the precision in tracking, the object of interest has to be 

secluded from its background. There are various techniques 

using which the object can be isolated from its background 

but here in this paper the technique of background subtraction 

has been used. In this technique, a threshold value is set by 

image analysis. The intensities of pixels are calculated and a 

threshold value is set. If the current pixel value exceeds the 

value of the threshold then that pixel is considered as a 

foreground pixel else a background pixel which then set to 

gray level 0.  

3.2 Classification Technique 

In this step of object tracking, machine learning has been used 

so as to differentiate between various objects of foreground. 

The process of machine learning has been used in the process 

as features are stored and based on that object of interest have 

been chosen. Machine learning can be of following types: 

1) Supervised Learning 

2) Unsupervised Learning 

3) Reinforcement Learning 

In supervised learning, a teacher like process is present which 

tells the result whereas in unsupervised learning the system 

learns by its experience. In reinforcement learning, there is 

nothing like teacher but a critic tells whether the output is 

correct or wrong. It does not give any other information about 

the result. For our system, supervised learning has been 

chosen. 

The whole process of tracking can be represented by the 

flowchart in Fig 1. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 1.Flowchart showing Position Tracking. 

3.3 Tracking Technique 
At this level of process, the tracking of motion of a moving 

human object has been done. There are various techniques 

through which the motion of the object can be tracked. In the 

proposed system, the technique of SAD that is sum of 

absolute differences has been used. This calculates the inter-

pixel difference between the two pixel locations of the two 

frames of same video. Then fuzzy rules are applied to the 

output which gives a fuzzy output which is converted into 

crisp value to detect the object motion. 

3.4 Algorithm For identification and 

Tracking 
Algorithm 1: Identification 

Fr _ bw = rgb2gray (fr); 

Fr _ diff = abs (double (Fr) bw) –double (bg_bw); 

If   Fr_diff > thresh pixel in foreground 

For j = 1: width 

 For k=1: height 

  If ((Fr_diff (k, j)>thresh)) 

   fg (k, j) =  Fr_bw(k,j); 

   else 

    fg (k,j) = 0; 

   end 

  end 

Input Video 

Convert Frames 

Machine Learning 

SAD (Sum of 

Absolute Difference) 

Fuzzy Logic 

Segmented Object 
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 end 

end 

Algorithm 2: Tracking 

SAD =  ∑(X-Y) for all pixels  

 Where X is the pixel of one frame and Y is the pixel 

of other frame. 

4. RESULTS                         
Using the approach discussed above, the position of a lady in 

a video has been tracked. The following Fig.2 depicts a scene 

in which a lady has been shown walking and the respective 

movement has been shown by applying the first step of the 

process to the image which is the technique of background 

subtraction. All the pixels which are in the background has 

been set to zero and only the object of interest that is a 

walking lady has been shown for tracking. The above 

explained scenario can be seen in the following image: 

 

Fig 2. Frame Conversion and Background Subtraction 

In the Fig.3, the technique of tracking described above has 

been applied to the two frames of an image and the resultant 

location with respect to time has been shown. The following 

image represents a graph showing the different movements of 

the lady with the values of x as well as y coordinates for four 

different scenarios. The above described algorithm has been 

used so as to obtain the results. This can be seen in the 

following figure:  

 

Fig 3.Tracked Path of the Lady. 

5. CONCLUSION 
This paper describes the process of Position Tracking using 

Fuzzy Logic by defining the various steps involved in doing 

this. This paper also gives the Algorithm used in this process. 

The algorithm developed clearly tells how the process is 

working and what all steps are used.  The algorithm is divided 

into two parts identification and tracking. In this experiment 

we have used a video of a lady walking and its position is 

tracked. 
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ABSTRACT: Personalized search refers to search experiences that are tailored specifically to an individual's interests by 

incorporating information about the individual beyond specific query provided. Especially people working in a software 

development organization (analysts, developers, testers, maintenance team members), find it increasingly difficult to get 

relevant results to their searches. We propose methods to personalize searches by resolving the ambiguity of query terms, 

and increase the relevance of search results in order to match the user‟s interests. Difficulty in web searches has given rise to 

the need for development of personalized search engines. Personalized search engines create user profiles to capture the 

users‟ personal preferences and as such identify the actual goal of the input query. Since users are usually reluctant to 

explicitly provide their preferences due to the extra manual effort involved, the search engine faces the entire burden of 

predicting the user‟s preferences and intentions behind a query in order to yield more relevant search results. In this paper we 

define a QUEST to be the objective of user‟s search; here we combine quest level analysis of user‟s search logs and semantic 

analysis of the user‟s query in order to personalize user‟s search results. Most personalization methods focus on the creation 

of one single profile for a user and apply the same profile to all of the user‟s queries. Hence we propose a personalized 

search for a software development organization by creating QUEST or domain based profile rather than individual user 

based profile. 

 

Keywords: Metasearch, Content Based Filtering, Query Bundle, QB-C, Quest Trail 

 

1. INTRODUCTION 
Personalized search refers to search experiments that are 

tailored specifically to an individual‟s interests. It aims to 

resolve the ambiguity of query terms. To know more 

about the ambiguity that arises in search engines let us 

take the instance of “Java”. When the user searches about 

Java there are three possibilities of results (i.e.) the 

results can be about Java Sea in Indonesia or about the 

Java coffee bean or the programming language. This is 

an example for ambiguity. 

Difficulty in web searches has given rise to the need for 

development of personalised search engine. It is 

important to introduce personalization in a software 

organization where the employees are reluctant to 

provide information. There are two types of user 

behaviour (i.e.) search behaviour and browser behaviour. 

Search behavior [22] is everything the user enters in the 

search engine to search for the information needed. 

Browser behaviour involves surfing; user types a URL 

address in the browser, king a bookmark or forward page 

in the browser etc. 

Searches can be analysed in three levels, (a) query level, 

(b) quest level and (c) session level. In query level it fails 

to capture the interleaving relationships between 

different quests [18]. If we analyse the search logs based 

on session (i.e. session level) [6] [11] [13][21] the quests 

will be interleaved. It is difficult to identify what the user 

is doing because the sessions are chronologically 

ordered. 

 

 If we analyse in quest level the topics will be more 

consistent and relevant to each other. This will help us to 

understand the intentions behind a user‟s search. Query 

is the search entry made by the user into the search 

engine (e.g.) the user types “jython versus swings” into 

the search box and searches. A Query Trail can be 

defined as sequence of user behaviour (a query followed 

by sequence of browsing behaviour) [14][16][28]. Quest 

(task) is an atomic information need (e.g.) the user needs 

to know what “jython” is? And compare its features with 

swings in “java”. A quest trail represents all user 

activities within that particular task, such as query 

reformulations, URL clicks [17]. Sessionis defined as “a 

series of queries by a single user made within a small 

range of time” and the activities done by the user in that 

time period in a browser is known as session trail [23]. 

Consider the example shown in Table 1, which is a real 

user search session from Google 

(http://www.google.com). This session contains 4 

different search quest: Twitter, Flipkart Kindle Books, 

Yahoo, and lyrics of a song. The “Yahoo” task is 

interleaved with the “Flipkart Kindle Books” task. The 

reasons causing the interleave phenomenon [18] are: (1) 

web search logs are ordered chronologically; (2) users 

often open several tabs or browsers and conduct multiple 

tasks at the same time. 
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Table1: A sample session from web search logs. 

 

In this paper we bring in two studies semantic analysis 

and genetic algorithm for personalizing the search 

process in the search engine. To get a clear picture of our 

study we also discuss about Meta search engine, 

personalization and search. 

1.1 Search  Engine 
A search engine is a type of computer software used to 

search data in the form of text or a database for specified 

information. Search engines normally consist of spiders 

(also known as bots) which roam the web searching for 

links and keywords. They send collected data back to the 

indexing software which categorizes and adds the links 

to databases with their related keywords. When you 

specify a search term the engine does not scan the whole 

web but extracts related links from the database. Search 

is the heart of the web. It is how we navigate the web. 

All the information available in the web will become 

inaccessible if we don‟t have a search engine to enter our 

queries. 

Search is the means through which we discover 

information, access services, increase our store of 

knowledge, and broaden our horizon .Until recently we 

had to rely on Boolean search. A statistical and analytical 

technique that uses the operators AND, OR, NOT and 

NEAR to create a probability model of the answers to 

our search query. It relies on keywords. E.g. If our query 

has HELP and SEO, websites having these keywords 

will be given as answers to the query and also because 

the contents in the site have the keywords HELP and 

SEO that are strategically located. Boolean search does 

not work that simply. It relies on a lot of statistical data. 

The good thing is that search is changing. It is changing 

from Boolean search that provides the 10 best probable 

answers in response to search query which we then have 

to shortlist visiting each site to a more accurate 

computational type of search that is typified by search 

query like “How old is President Obama ?” which 

provides the correct answer right on the search page. 

Search engines on the websites are enriched with facility 

to search the content stored on other sites. There is 

difference in the way various search engines work, but 

they all perform three basic tasks.  

Finding and selecting full or partial content based on the 

keywords provided. 

Maintaining index of the content and referencing to the 

location they find the information. 

Allowing users to look for words or combinations of 

words found in that index. 

Semantic Analysis 

Semantic analysis is nothing but a process of filtering 

that progressively eliminates more and more input strings 

until you are left with only valid data. Semantic search is 

different from Boolean search as apples are different 

from oranges. The transition to semantic search also 

marks the transition on the web as we go from websites 

to people [7]. The web continues to be made of websites. 

In websites we get to find information, consume news 

and buy stuff. In order to understand natural language 

and search queries, it has to understand what these words 

really mean. 

Metasearch Engine 

Metasearch engine is a search tool that uses other search 

engine‟s data to produce their own results from 

the Internet. Metasearch engines take input from a user 

and simultaneously send out queries to third party search 

engines for results. Sufficient data is gathered, formatted 

by their ranks and presented to the users. 

 Information stored on the World Wide Web is 

constantly expanding, making it increasingly impossible 

for a single search engine to index the entire web for 

resources. Metasearch engine is a solution to overcome 

this limitation. By combining multiple results from 

different search engines, metasearch engine is able to 

enhance the user‟s experience for retrieving information, 

as less effort is required in order to access more 

materials. A metasearch engine is efficient as it is 

capable of generating a large volume of data, however, 

scores of websites stored on search engines are all 

different: this can draw in irrelevant documents. Other 

problems such as spamming also significantly reduce 

the accuracy of the search. This issue is tackled by the 

process of fusion which improves the engineering of 

metasearch engine. There are many types of metasearch 

engines available to allow users to access 

specialised information in a particular field. These 

include Savvy search engine and Meta seek engine. The 

advantage of using a metasearch engine is that by 

sending multiple queries to several other search engines 

this extends the search coverage of the topic and allows 

more information to be found. They use the indexes built 

by other search engines, aggregating and often post-

processing results in unique ways. Metasearch engine has 

an advantage over a single search engine because more 

results can be retrieved with the same amount of 

exertion. It also reduces the work of users from having 

individual type searches from different engines to look 

for resources [5]. 

Time Event Value QUEST 

09:03:26 Query Twitter 1 

09:03:39 Click www.twitter.com 1 

09:06:34 Query Flipkart 2 

09:07:48 Query Twitter 1 

09:08:02 Click twitter.com/login.php 1 

09:10:23 Query flipkart kindle 2 

09:10:31 Click kindle.flipkart.com 2 

09:13:13 Query yahoo log in 3 

09:13:19 Click mail.yahoo.com/mail 3 

09:15:39 Query flipkart kindle books 2 

09:15:47 Click flipkart.com/Kindle-eBooks... 2 

09:15:59 Click 
astore.flipkart.com/ 

Flipkart.. 
2 

09:17:51 Query You belong to me 4 

09:18:54 Query You belong to me lyrics 4 

09:19:28 Query Belong to me lyrics 4 
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1.2 Genetic Algorithm 
In the field of artificial intelligence, a genetic algorithm 

(GA) is a search heuristic that mimics the process 

of natural selection. This heuristic (also sometimes called 

a Meta heuristic) is routinely used to generate useful 

solutions to optimization and search problems. Genetic 

algorithms belong to the larger class of evolutionary 

algorithms (EA), which generate solutions to 

optimization problems using techniques inspired by 

natural evolution, such as inheritance, mutation, selection 

and crossover [24]. It is a very powerful and non-

traditional optimization technique. It is based on the 

Darwinian Theory “Survival of the Fittest”. Only the 

fittest will survive and reproduce and successive 

generations will become better and better compared to 

previous generations. 

They are stochastic algorithms as they can come up with 

a different solution every time it is run on the same 

problem and not deterministic (an algorithm which gives 

the same answer for a given problem how many times it 

is run). GA‟s are creative algorithms in the sense that 

they make use of the concept of interaction of thousands 

of probabilities with each other and eventually come up 

with a solution. GA‟s are unique in that they operate 

from a rich database of many points simultaneously and 

can be incredibly efficient if programmed correctly.  

The performance of the Genetic Algorithms for a 

particular problem can be made with regard to best 

fitness values obtained from it or the time taken to 

converge with the fairly optimal solutions because the 

problem might be time critical or it can also be measured 

in terms of diversity measures [2]. The performance can 

also be measured by the number of fitness functions 

evaluations done during the course of the run. For fixed 

population sizes the number of fitness function 

evaluations is given by the product of population size 

and the number of generations .The efficiency of GA 

varies from problem to problem and from generation to 

generation because some genes are solved during the first 

few generations but others take more time to do so, as the 

contribution of the genes of one individual towards the 

fitness function is not the same as some other genes in 

the same individual i.e. some genes is responsible for a 

high variance while others change the fitness value only 

minimally. 

2. PROPOSED WORK 
In our paper we mainly focus on personalizing the 

searching process for people working in a software 

development organization (analysts, developers, testers, 

maintenance team members), who find it increasingly 

difficult to get relevant results to their searches. We build 

group profiles based on either the domain in which 

software product is to be developed or on project basis 

[15].  

Till now not much development is observed in web 

personalization field because individual web search 

behavior has not changed much. The main challenge in 

web personalization is to read the mind of the users [4]. 

This imposes a very big challenge because the words 

used for any search are limited to two or three words. 

Some of the issues in Web searching are (1) Structuring 

Queries i.e. the difficulty faced by users are properly 

structuring queries, namely applying the rules of a 

particular system, especially Boolean operators e.g., 

AND, OR, NOT and term modifiers e.g. „+‟, „!‟. (2) 

Spelling i.e. the user tends to misspell their queries 

without even realizing it. (3) Query Refinement i.e. many 

times the users do not refine their query, even if there 

may be other terms that relate directly to their needed 

information. (4) Managing Results i.e. mostly, the user 

queries are extremely broad, resulting in an 

unmanageable number of results. Few users view more 

than the first ten or twenty documents from the result list. 

2.1 Semantic Analysis 
Analysis of the user‟s queries at a semantic level using 

vocabulary or ontology based system like ODP [8][29] or 

yahoo Directory [9] is semantic analysis. Optimal results 

from semantic analysis are chosen using genetic 

algorithm, where only the results that are most suitable to 

the users profile and interests are presented to the user 

[5]. Genetic algorithm aids with machine learning and 

supports the search engine to understand the user‟s mind 

while searching. Optimality of the results from semantic 

analysis is based on the user‟s profile that is built and the 

results of task analysis.   

It helps in addressing the two most significant problems 

which is encountered during traditional content based 

filtering. 

1. Cold start problem 

2. Filter Bubble 

2.1.1 Cold Start Problem 

The lack of user rating leads to “cold start” problem. 

Initially when a user searches in a new domain he will 

not have the luxury of tracing recommended searches. 

Using semantic content based filtering and retrieving 

more semantically related concepts this problem can be 

solved. 

2.1.2 Filter Bubble 

Semantic analysis helps is overcoming the problem of 

over specialization. It means that the user is restricted to 

get recommendations which have strong resemblance to 

the one he already knows. This problem is also referred 

to as “Filter Bubble”. 

2.2 Quest Analysis 
We define a quest to be the objective of the user‟s search 

(or) an atomic user information need (goal of a user‟s 

search), whereas a quest trail represents all user activities 

within that particular quest, such as query 

reformulations, URL clicks. Previously, Web search logs 

have been studied mainly at session[3] or query level 

where users may submit several queries within one quest 

and handle several quests within one session[6][26]. 

Quest level analysis of search log provides a better 

understanding of user‟s interests or goal, since it 

performs better in modelling user‟s profile. Thus the user 

behavior [22] can be studied and noted from the tasks he 

performs in the search engine. Thus task identification is 

important. We make use of the same task elicitation 

algorithm called Query Bundle - QUEST. 

 

http://www.ijcat.com/


IInternational Journal of Computer Applications Technology and Research 

Volume 4– Issue 4, 229 - 234, 2015, ISSN:- 2319–8656 

www.ijcat.com  232 

 

2.2.1 Bundling Queries into Quest  

 Some of the previous methods used for 

bundling queries into quest were WCC (weighted 

connected component), HTC (Head Tail component). In 

WCC an undirected graph for queries within a session 

was built. The vertices of the graph were queries and the 

edges were similarity scores between queries. After 

removing the suspicious edges with scores below a 

threshold, any connected component of the remaining 

graph is identified as a query bundle. WCC outperformed 

other popular clustering algorithms like Query Flow 

Graph [1], K-means, and DB-Scan in bundling queries 

into quest, as indicated in [26]. WCC was found to be 

better than any other previous bundling algorithms 

because, every query was compared with every other 

query before bundling queries into Quests. But the time 

complexity of WCC is O(k·N2), where N is the average 

number of queries of a session and k is the dimension of 

features. The overall time complexity in intolerable for 

search logs of massive volume.  

To overcome this Orlando .S. [26] proposed another 

head-tail component query clustering approach (HTC) to 

reduce the time complexity. In this approach only the 

similarity between head tail components were considered 

for bundling queries into quest. This fails to address 

cases of interleaved quests.  We are proposing a new 

approach that could reduce the time complexity while 

addressing the interleaving quests. We name this 

algorithm as QB-Q. 

This algorithm bundles queries belonging to a quest or 

relevant quest. Say for instance there are 4 queries in a 

search log A, B, C, and D. WCC would have needed 6 

pairs of relevance computation [4] [12] [19][25], whereas 

our proposed method will lesser number of relevance 

computation unless it is a worst case where every query 

is irrelevant to every other query in the search log. To be 

more precise if A is similar to B and B is similar to C, 

there is no need to compute the relevance between A and 

C any more. If A is similar to B but B is not similar to C, 

QB-Q still has to compute the relevance between A and 

B to avoid the quest interleaving. 

 

QB-Q is efficient approach to bundle queries of related 

quests or same quest. Extracting such information 

regarding the user‟s objective of searching helps us to 

model a stronger and dynamic user profile. Thus we can 

develop a more accurate profile to reflect the user‟s 

requirements than the ones that are statically created at 

the time of registration.   

 

Algorithm 1: Query Bundle – QUEST 

 

Input: Query set Q, cut-off threshold b; 

Output: A set of Quest q; 

Initialization: q= null ;  

                       Query to Quest table L [ ] =null ; 

1: for len = 1 to |Q| − 1 do 

2: for i = 1 to |Q| − len do  

 

 

 

3: if L [Qi] != L [Qi+len] then // if two queries are not in  

                                                 the same quest 

4: s ← compare (L [Qi], L [Qi+len]); // compute 

similarity    

                                                          takes O(k) 

5: if s ≥ b then 

6: merge q (Qi) and q (Qi+len); 

7: modify L; 

8: if |q| = 1 break;  // break if there is only one task 

9: return q; 

   

 Let us now see a comparison of search result 

from our proposed work and a search result from Google. 

Assume the user is working in a cloud computing 

domain and he issues a search for the word “crawling”. 

The same word will have different meaning in different 

context. That is the reason for the different results 

observed when the same word is searched in Google and 

our personalized metasearch engine “QUEST TRAIL”. 

  In Google we observe results regarding, a 

baby‟s first movements, a Linken Park‟s song, and 

insects crawling and so on. The results do not seen to 

match the user‟s quest. Whereas the results of “QUEST 

TRAIL” are all relevant to the user‟s domain and hence 

is much more relevant to the user‟s quest.  
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3. OTHER TECHNIQUES 
Some of the other techniques that are currently being 

used for personalization are briefly listed below. Query 

rewriting, semantic content filtering, re-ranking [10], 

semantic celebrative filtering, user modelling or profiling 

and analysis of search logs are techniques that are used to 

improve the relevancy in the search results for the user, 

while reducing their effort[20].  

3.1  Query Reformulation 
Here the query is elaborated by the user to personalize 

the search result [30]. For example the query is to find 

the Thai restaurants located in the city of Chennai. Here 

in this technique Chennai is added to the search query 

and taken as “Thai restaurants Chennai “and the search 

results are given for this query. The search engine will 

now give the results for Thai restaurants that are in 

Chennai.  The problem over here is there are chances 

where the user may not be clear about the location.   

Let us say for example, a website organizer might use a 

word which he likes most but an individual looking for 

the same information might not go for the same word, 

instead he might use its synonym. Then tracing of such 

web pages will be quite a challenge for the search 

engines. Synonyms refer to many words expressing same 

meaning and poli-semis refer to one word with different 

meanings. Owing to this kind of language richness and 

the context sensitive sense a word assumes, the keyword 

method used by search engines faces quite a lot of issues. 

A user seeking for information is expected to keep 

reframing their query until it matches the form that is 

expected by the search engine. 

3.2 URL Re-Ranking 
 Re-Ranking[10] the results for a user based on 

his profile is one of the conventional approaches for 

personalization. Page re-ranking is used mainly to take 

the advantage of user‟s profile. Initially some „n‟ 

documents are taken that are reordered as per the 

preference from the user profile [22]. The re-ranking 

occurs by scores assigned to each SERP that checks with 

the user profile. 

3.3 User Modeling in Personalized 

Systems 
Traditional methods for modelling user profile were 

focused on creating a single static profile at the time of 

registration. It does not address the problem of different 

queries being needed to be handled differently. 

Collecting the user preferences and choices of the user at 

the time of registration helps in predicting the needs of 

the user.   

3.4  Google’s Approach 
 Google is taking several steps to improve the 

search results that are provided to the user. It provides 

the user with personalized results if the preferences are 

given by the user initially. For this enhancement it is 

required by the user to create a profile. The user is 

required to give the details of his preferences and based 

on it Google retrieves the personalized results to the user 

and also updates the user of any new information through 

mail.  

4. CONCLUSION 
In a software development organization there is a special 

need for    quest – specific or domain – specific ranking.  

Applying QUEST level analysis of the search log for 

constructing a personalized search engine for software 

developers will make the searching process much easier. 

Our system proved an effective performance in 

personalizing the searching process especially for 

software developers. It is clearly seen that the 

combination of quest analysis and semantic analysis is an 

effective approach for personalization of searching 

process and it is better than any of the currently used 

techniques for personalization. 
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Abstract: project scheduling is very critical topic in project management. Resource constrained project scheduling problem (RCPSP) 

consists of activities that must be scheduled based on dependencies relationships and priorities of activities. In the recent years there 

have been many survey papers around the area of project scheduling, as many researchers developed both exact and heuristic 

scheduling schemes. This paper give an over view around the resource constrained project scheduling problem (RCPSP).  
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1. INTRODUCTION 
Scheduling is the way we actually manage a 

project. Without scheduling, nothing or nobody is 

managing the project and hence amounts to failure of 

a project. Scheduling describes guidance and 

pathway for a project to run. It defines certain 

milestones and deliverables which need to be 

achieved on a timely basis for successful completion 

of a project. Monitoring the schedule provides an 

idea of the impact the current problems are having on 

the project, and provides opportunities to enhance or 

reduce the scope of a milestone/phase in the project. 

It also provides a medium for continuous feedback 

on how the project is progressing and if there are 

issues that need to be dealt with or if the client needs 

to be told about a delay in delivery (et al Shruti 
Gauri). 

To organize and complete your projects in a 

timely, quality and financially responsible manner, 

you need to schedule projects carefully. Effective 

project scheduling plays a crucial role in ensuring 

project success. To keep projects on track, set 

realistic time frames, assign resources appropriately 

and manage quality to decrease product errors. This 

typically results in reduced costs and increased 

customer satisfaction. Important factors include 

financial, documentation, management and quality 

assurance. 

Project scheduling impacts the overall finances of 

a project. Time constraints require project managers 

to schedule resources effectively. This is particularly 

true when resources must have highly specialized 

skills and knowledge in order to complete a task or 

when costly materials are required. Completing a 

project in a short time frame typically costs more 

because additional resources or expedited materials 

are needed. With accurate project scheduling, 

realistic estimates and accurate projections prevent 

last-minute orders that drive up costs. 

A well-managed project will require a proper 

schedule and related documents. Project schedule 

will help to organize all the related tasks related to 

project in a easy to manage way. Project managers 

can easily see and manage tasks. Without a schedule 

you will never know when you're going to finish 

your project. Some people may just start projects 

without a proper schedule. If you don't make a 

project schedule, it is very likely that you may have 

to spend sleepless nights rushing to finish the project 

on time. And at the end of the day, the quality of the 

finished project might be poor. 

Estimating the duration and making a schedule is 

not a thing which is possible for the inexperienced. 

You will need some amount of experience before 

you will be able to estimate. If you have never 

worked on a software project or never implemented 

an application, you won't be able to draw a time-line 

very well. Project scheduling ensures one task gets 

completed in a quality manner before the next task in 

the process begins. By assuring that quality measures 

meet expectations at every step of the way, you 

ensure that managers and team members address 

problems as they arise and don't wait until the end.  

No major issues should appear upon completion 

because you’ve established quality controls from the 

very beginning of the scheduling process. Effective 

project managers understand that ensuring quality 
control involves managing risks and exploiting 

opportunities to speed up the schedule when possible 
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to beat the competition and achieve or maintain a 

competitive edge with a more reliable product. 

1.1. The Resource-Constrained Project 

Scheduling Problem 

A combinatorial optimization problem informally, 

a resource-constrained project scheduling problem 

(RCPSP) considers resources of limited availability 

and activities of known durations and resource 

requests, linked by precedence relations. The 

problem consists of finding a schedule of minimal 

duration by assigning a start time to each activity 

such that the precedence relations and the resource 

availabilities are respected. 

1.2. Project management and scheduling 

Project management and scheduling are major 

issues for every company or organization facing 

rapid changes in its environment. Furthermore, 

project scheduling techniques have become 

indispensable for the attainment of effective-ness and 

efficiency of processes. This special issue collects 11 

carefully selected papers which deal with 

optimization or decision analysis problems in the 

field of project management and scheduling. It 

covers a considerable range of topics, including 

solution methods for classical project scheduling 

problems (Bianco and Caramia, Kone ́et al., Lim et 

al., Van Peteghem and Vanhoucke), mixed-integer 

programming (MIP) formulations in order to solve 

scheduling problems with commercial MIP-solvers 

(Bianco and Caramia, Kone et al.), models and 

solution algorithms for multi-project scheduling 

(Besikci et al.), extensions of the classical resource-

constrained project scheduling problem (Hartmann), 

models and solution approaches integrating decisions 

at different managerial levels such as selection and 

scheduling, or scheduling and control (Gutjahr and 

Froeschl, Hazir and Schmidt), risk in project 

management and scheduling (Tian and 

Demeulemeester, Artigues et al., Hazir and Schmidt, 

Gutjahr and Froeschl), and the assignment of 

resources to different stakeholders (Fink and 

Homberger, Besikci et al.). 

The operations research techniques employed 

include common approaches such as metaheuristics 

(Lim et al., Fink and Homberger, Van Peteghem and 

Vanhoucke, Besikci et al., Gutjah and Froeschl) and 

mixed-integer programming (Bianco and Caramia, 

Kone et al.), but also specific approaches such as 

scenario-relaxation algorithms (Artigues et al.), a 

Lagrangian-based algorithm (Beşikci et al.), and a 

Frank-Wolfe type algorithm (Gutjahr and Froeschl). 

This special issue thus covers a broad range of 

models, algorithms and applications. It demonstrates 

that 55 years after the invention of CPM and PERT, 

the field is more innovative and lively than ever. We 

encourage the readers to seek inspiration from this 

unique collection of papers and to continue work in 

this area, for instance by applying these results in 

different application areas, by extending these 

models further, or by developing even better 

algorithms for solving them efficiently.  

2. LITERATURE REVIEW 

The project scheduling problems of small sizes 

can be solved by the traditional optimization 

techniques. However, as the number of projects and 

size of the project in terms of number of activities 

increase, the problem becomes more complex 

.Further, the complexity increases when variety of 

resources is considered. In this context, it is not 

feasible to develop the projects’ schedules by using 

the traditional optimization techniques. The benefit 

of traditional optimization techniques cannot be 

utilized for generating the schedule of multiple 

projects simultaneously. Accordingly, researchers 

have developed several heuristic algorithm and rules 

and Meta heuristic methods for multiple resource 

scheduling and multi- project scheduling. Scheduling 

and allocation of resources for multiple projects is a 

non-polynomial (NP) hard problem and more 

difficult than a single project. Traditional 

optimization methods have been used in the literature 

to solve the multi project scheduling problems. The 

categorization of solution procedures for scheduling 

problem are classified as cited in Shouman et al 

[4,5], Rainer Kolisch and Sonke Hartmann [6] into 

priority rule-based-X-pass methods, classical meta-

heuristics, non-standard meta-heuristics, and other 

heuristics. In X-pass methods a priority order is 

given for each specified activity included in the 

project under either a serial and/or parallel 

scheduling generated strategy. X-pass methods have 

been summarized in Alvaerz-Valdes and Tamarit [7], 

Boctor [8], Cooper [9,10], Davies [11], Davies 

Atterson [12], Elsayed [13], Klein [14], Kolisch 

[15,16,17], Kolisch and Drexl [18,19] Lawrence 

[20], Li and Willis [21], Ozdamar and Ulusoy 

[22,23,243], Patterson [25,26], Schirmer [27], 
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Schirmer and Riesenberg [28], Thesen [29], Thomas 

and Salhi [30], Ulusoy and Ozdamar [31], Valls et al. 

[32], and Whitehouse and Brown [33]. Shouman et al 

[4,5] proposed  fifty-five heuristic rules for 

scheduling projects. These heuristic rules are tested 

for single and multiple resource(s) constrained 

projects using fifty test problems. The projects are 

classified into different categories. The performances 

of the scheduling process using these heuristic rules 

for the considered project categories are discussed 

and evaluated. The performance of these scheduling 

rules are evaluated and appeared promising 

tendencies in scheduling process for single and 

multiple oriented critical resources(s). Also he 

proposed a genetic algorithm for scheduling the same 

test instances and compared the resulted schedules by 

those rendered from heuristic rules and proofs the 

robustness of heuristic rules performance.  Lova et al 

[34] presents some heuristics based on priority rule 

for the MRCPSP with renewable resources are 

analyzed. These methods are very important in the 

construction of more sophisticated heuristics as 

random sampling techniques or meta-heuristics. 

Hence, additional efforts in order to obtain better 

heuristics based on priority rule are justified. Three 

components of this type of heuristics are analyzed: 
scheduling generation scheme, priority rule and 

mode selection rule. Based on a well-known set of 

240 randomly generated project instances, it is 

shown that the single-pass and multi-pass heuristics 

based on priority rules developed in this work greatly 

outperforms the ones previously published. The 

serial schedule generation scheme greatly 

outperforms the parallel scheme with the majority of 

the priority rules tested justifying the higher 

computational effort required by the former. Finally, 

a multi-pass method that combines eight heuristics 

based on priority rule obtains the lowest average 

deviation with respect to the critical path length 

(32.0%), thus being the best deterministic heuristic 

for this problem. Myszkowski et al [35] presents 

some novel scheduling heuristics for Multi–Skill 

Resource–Constrained Project Scheduling Problem 

and compared to state-of-the-art priority rules, based 

on task duration, resource salaries and precedence 

relations. New heuristics stand an aggregation of 

known methods, but are enhanced by skills domain. 

The goal of the paper is to investigate, whether 

evaluated methods can be used as robustness 

enhancement tools in meta-heuristics, mostly 

evolutionary algorithms. Experiments have been 

performed using artificially created dataset instances, 

based on real–world instances. Obtained results 

prove that such methods stand interesting feature that 

can be included to more complex methods and 

increase their robustness. Colak et al [36] consider 

the multi-mode resource-constrained project 

scheduling problem (MRCPSP) with renewable 

resources. In MRCPSP, an activity can be executed 

in one of many possible modes; each mode having 

different resource requirements and accordingly 

different activity durations. We assume that all 

resources are renewable from period to period, such 

as labor and machines. A solution to this problem 

basically involves two decisions – (i) The start time 

for each activity and (ii) the mode for each activity. 

Given the NP-Hard nature of the problem, heuristics 

and meta-heuristics are used to solve larger instances 

of this problem. A heuristic for this type of problem 

involves a combination of two priority rules - one for 

each of the two decisions.  Heuristics generally tend 

to be greedy in nature. In this study we propose two 

non-greedy heuristics for mode selection which 

perform better than greedy heuristics. In addition, we 

study the effect of double justification and 

backward/forward scheduling for the MRCPS. We 

also study the effect of serial vs. parallel scheduling. 

We found that all these elements improved the 

solution quality. Finally an adaptive meta-heuristic 

procedure based on neural networks is proposed 

which further improves the solution quality. The 

effectiveness of these proposed approaches, 

compared to existing approaches, is demonstrated 

through empirical testing on two well known sets of 

benchmark problems. Chen and Lo [37] present and 

evaluate a modified ant colony optimization (ACO) 

approach for the resource-constrained project 

scheduling problems. A modified ant colony system 

is proposed to solve the resource-constrained 

scheduling problems. A two-dimensional matrix is 

proposed in this study for scheduling activities with 

time, and it has a parallel scheme for solving project 

scheduling problems. There are two designed 

heuristic is proposed. The dynamic rule is designed 

to modify the latest starting time of activities and 

hence the heuristic function. In exploration of the 

search solution space, this investigation proposes a 

delay solution generation rule to escape the local 

optimal solution. Simulation results demonstrate that 

the proposed modified ant colony system algorithm 
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provides an effective and efficient approach for 

solving project scheduling problems with resource 

constraints. Bastani and Yakhchali [38] proposed  

OR model for multi-mode resource-constrained 

project scheduling problem (MRCPSP), in which 

multiple execution modes are available for each of 

the activities of the project and pre-emptive 

extension of the activities which allows activity 

splitting is introduced. Also two important 

constraints about the length of the split and the 

number of split in each activity are added. In this 

paper each activity split up to N division is allowed 

and the length of each activity up to X is limited. 

Setup time for each pre-emption, is considered and 

setup time to objective function is added. This model 

is compared to other models that have been presented 

until now and the advantages of this model in 

comparison with others are explained. At last the 

most useful methods to solve this model is presented.  

A new recombination operator is presented by 

Andreica and Chira [39] for permutation based 

encoding has been proposed in this paper. This 

operator is suitable to Resource-Constrained Project 

Scheduling Problem and Multi-Mode Resource-

Constrained Project Scheduling Problem because it 

preserves the precedence constraints when obtaining 

the offspring from feasible parents. The main feature 

of the proposed operator is the use of genetic 

information from the best individual besides the two 

parents considered for recombination. Experimental 

results performed on ProGen project instances 

indicate a superior performance of the proposed 

operator, thus emphasizing the role that 

recombination has in accelerating the search in an 

evolutionary process. An extensive study of all 

recombination operators used for RCPSP and 

MRCPSP will be performed and the experiments will 

be extended to more instances with more activities. 

Buddhaklsomsiri and Kim [40] introduced a priority 

rule-based heuristic for the multi-mode resource-

constrained project scheduling problem with the 

splitting of activities around unavailable resources 

allowed. All resources considered are renewable and 

each resource unit may not be available at all times 

due to resource vacations, which are known in 

advance. A new concept called moving resource 

strength is developed to help identify project 

situations where activity splitting is likely to be 

beneficial during scheduling. The moving resource 

strength concept is implemented in priority rule-

based heuristics to control activity splitting when 

scheduling. Multiple comparisons of the performance 

of combination of activity–mode priority rules used 

in the heuristics are provided. Computational 

experiments demonstrate the effectiveness of the 

heuristic in reducing project makespan, and 

minimizing activity splitting. Browning and Yasine 

[41] address the static resource-constrained multi-

project scheduling problem (RCMPSP) with two 

lateness objectives, project lateness and portfolio 

lateness. In this context, past research has reported 

conflicting results on the performance of activity 

priority rule heuristics and does not provide 

managers with clear guidance on which rule to use in 

various situations. Using recently improved measures 

for RCMPSP characteristics, they conducted a 

comprehensive analysis of 20 priority rules on 

12,320 test problems generated to the specifications 

of project-, activity-, and resource-related 

characteristics—including network complexity and 

resource distribution and contention. They found 

several situations in which widely advocated priority 

rules perform poorly and confirmed that portfolio 

managers and project managers will prefer different 

priority rules depending on their local or global 

objectives. The results are presented in two decision 

tables, the practical use of which requires managers 

to do only a rough, qualitative characterization of 

their projects in terms of complexity, degree of 

resource contention, and resource distribution. He 

and Zhang [42] proposed a dynamic priority rule-

based forward-backward heuristic algorithm 

(FBHA). The FBHA optimizes resource allocation 

by shifting non-critical activities within their forward 

free float (FFF), forward total float (FTF) and 

backward free float (BFF), successively. A project is 

divided into several phases during each 

forward/backward scheduling module. In each phase, 

the shifting sequence and days of non-critical 

activities depend on a dynamic priority rule set. The 

FBHA is integrated into the Microsoft Project 2007 

commercial software package to improve the 

performance of the software and facilitate the project 

planners. Singh [43] introduces an attempt to 

integrate the project priorities with the project 

schedule development. A hybrid algorithm was 

developed to accomplish this task. The presented 

algorithm is a new method for generating the 

schedule of any multi-project resource constrained 

scheduling problem where, each project has a 

http://www.ijcat.com/


International Journal of Computer Applications Technology and Research 

Volume 4– Issue 4, 235 - 241, 2015, ISSN:- 2319–8656 

www.ijcat.com  239 

defined criticality. The proposed method was 

validated with a case study under various scenarios. 

Experimental results were compared with existing 

priority dispatching rules. Experimental results 

showed the superiority of the proposed method with 

the existing priority dispatching rules under different 

operating conditions. In real project management 

environment, a penalty is imposed if a project 

completes after its due date. Some projects carry 

higher penalty than others. In this context, project 

manager can make a tradeoff among the projects 

penalties and can develop the cost effective project 

schedule, which satisfies the customer requirements. 

In this context, the proposed algorithm would be 

beneficial for project manager’s to deal with these 

conditions. In the future, research could explore the 

possibility of integrating other knowledge areas 

including risk management and procurement 

management with the project schedule development. 

Lova and Tormos [44] presents an algorithm to study 

the effect of the schedule generation schemes – serial 

or parallel – and priority rules – MINLFT, MINSLK, 

MAXTWK, SASP or FCFS – with two approaches – 

multi-project and single-project. The time criteria 

considered are the mean project delay and the multi-

project duration increase. Through an extensive 

computational study, results show that with the 

parallel scheduling generation scheme and the multi-

project approach the project manager can obtain a 

good multi-project schedule with the time criterion 

selected: minimizing mean project delay or 

minimizing multi-project duration increase. New 

heuristics – based on priority rules with a two-phase 

approach – that outperform classical ones are 

proposed to minimize mean project delay with a 

multi-project approach. Finally, the best heuristics 

analyses are evaluated together with a representative 

sample of commercial project management software. 

Browning and Yassine [45] introduce the static 

resource-constrained multi-project scheduling 

problem (RCMPSP)with two lateness 

objectives,projectlatenessandportfoliolateness.Inthisc

ontext,pastresearchhasreported conflicting results on  

the performance of activity priority rule heuristics 

and does not provide managers with clear guidance 

on which rule to use in various situations. Using 

recently improved measures for RCMPSP 

characteristics, they conducted a comprehensive 

analysis of 20 priority rules on 12,320 test problems 

generated to the specifications of project-, activity-, 

and resource-related characteristics including 

network complexity and resource distribution and 

contention. We found several situations in which 

widely advocated priority rules perform poorly. They 

also confirmed that portfolio managers and project 

managers will prefer different priority rules 

depending on their local or global objectives. 

3. CONCLUSION AND FUTURE WORK  

Project scheduling is very important topic in 

project management. In this survey we have 

attempted to review the resource constrained project 

scheduling problem. We give emphasis to the 

heuristic rules used as inputs to the scheduling 

process. No one rule can achieve the best schedules 

in all projects as each project has special 

characteristics. So we develop system of large 

number of heuristic rules for scheduling multiple 

resource constrained projects to adapt to the variation 

of projects [46]. 

We encourage researchers to develop flexible 

heuristic decision-making procedures to meet the 

needs of practitioners. Also encourage researchers to 

develop genetic systems in scheduling based on 

heuristic rules that can make results of scheduling are 

better than genetic system from scratch. 

Develop heuristic procedures in multi-mode resource 

constrained projects scheduling problems [46]. 
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 Abstract: This paper examines the use of GIS in the development of a crime analysis information system for the Nigeria 

police. In recent times, criminality has been on the increase with criminals using new and more sophisticated ways to commit 

crime; resulting to fear and restlessness among the citizens. They police have found it difficult to manage and control these 

crimes largely due to the obsolete methods and resources they employ in doing so. The purpose of this study is to see how the 

Nigerian Police Force can adopt the use of crime maps in its operations and reap the benefits. The system will help the police in 

the analysis of crimes which will lead to crime hotspots identification. Using ArcGIS Software 10.0, we created a digital land use 

map of crime hotspots in the area and a crime-geospatial database. The results of the spatial analysis and a 500m buffering done 

on the data shows that areas that are more vulnerable to crime, have no police stations situated around them. This study shows 

that a GIS based Information system will give the police better insights into crime mapping and analysis which will be a tool to 

help them effectively manage and combat crime.  This study recommends full government involvement in the area of human 

personnel and infrastructure development for the police to effectively change from the traditional to GIS based ways of 

combating crime. 

Keywords: Crime, Geographical Information System (GIS), Hotspots, Buffering. 

 

1.   INTRODUCTION 

The incidence of kidnapping, armed robbery, 

assassinations, terrorism among other crimes has become a 

daily occurrence in Nigeria. This increase in crime is attributed 

to the rising number of unemployed youths and the poor 

economic situation of the country. The government has 

allocated billions of naira to curb this rising incidence of 

criminality without much success.  

The police force in Owerri has received massive attention 

under the state governor’s administration in an effort to tackle 

the rising wave of crime in the state. The government has spent 

billions of naira in the procurement and distribution of 

equipment such as utility vehicles, communication gadgets, 

bullet proof vests, as well and the building and renovation of 

dilapidated police stations. More so, there has been the 

introduction of Joint Task Force (JTF) operation; an integration 

of the army, navy and the police force to join hands with the 

police to root out crime in the state. Among all these efforts 

from the government, the police are still not efficient in the 

control and management of crime in the city. This is attributed 

to the old and manual ways they employ in crime fighting. 

Irrespective of government’s huge investment in the 

Nigerian police force by way of personnel training and crime 

fighting equipment, crime has remained the bane of social and 

economic wellbeing of the people of Owerri-city making the 

once peaceful city now a heaven for criminals. The means of 

getting offenders is very much limited and the police force as it 

appears is yet not fully exposed to modern technologies that 

will help them combat crime properly. It is therefore with this 

in mind that this research work is carried out. This research 

attempts to explore the analytical approach to crime using the 

GIS technology in Owerri-City. It is hoped  that by adopting 

this innovative approach in combating crime the spate of crime 

will be drastically reduced.  

In today’s modern age where computers have become a 

way of life, it is therefore imperative for Nigeria Police to 

migrate from the manual system to a digital system in order to 

reap the associated benefits like crime mapping, crime hotspots 

identification and GIS analysis of crime. Case files go missing 
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in manual systems yet this can be eliminated by computerizing 

the data storage. Storing crime information in a database would 

lead to more efficient data sharing within the force. This would 

mean that investigating officers have access to up to date 

information from any location where there is a computer. This 

can only be achieved through the use of crime mapping 

information systems and geographic information system (GIS). 

Using questionnaire and qualitative data from the Nigeria 

police, the objectives of this study include 1) To identify the 

socio-economic factor responsible for crime, 2) To determine 

the spatial distribution of Crime type based on relevant data 

from Police stations. 3) To capture and display the location of 

police stations and crime hotspots using global positioning 

system (GPS) 

A GIS is a system of hardware and software used for the 

storage, retrieval, mapping and analysis of geographical data. It 

is a tool for revealing what is otherwise invisible in 

geographical information [3]. GIS  assisted  crime  mapping  is  

often  employed  to  understand  the  geographical distribution  

of  crime,  identify  crime  concentrated  area,  or  hot  spots,  

and  facilitate deployment  decisions  regarding  the duration 

and dosage of  intervention programs[4].  The early applications 

of GIS in policing can be traced back to the 1960s, when it was 

constrained by the limitation of older computer systems lacking 

memory and speed [5]. The  migration  of  GIS  from  

mainframe to  desktop  computers provides  the  law  enforcing 

agencies with  a  cost  effective  option  for  crime  control  

since  hardware  and  software  prices  have  reduced 

drastically.  Methods  of  data  collection  available  to  law  

enforcement  agents  include  street investigations,  informers  

and  undercover  operations.  GIS would enhance the analysis 

of the collected data due to its ability to handle spatial data[6]. 

 

2. STUDY AREA     

Owerri is the capital of Imo State in Nigeria, set in the 

heart of the Igbo land and is located within Coordinates: 5.485 

°N North of Equator and longitude 7.035°E East of the 

meridian. Owerri consists of three Local Government 

Areas namely Owerri Municipal, Owerri North and Owerri 

West, it has an estimated population of about 400,000 (NPC 

2006) and is approximately 40 square miles (100 km2) in area. 

The Owerri Slogan is Heartland. It is currently referred to as the 

entertainment capital of Nigeria and is home to an annual 

beauty pageant called "Miss Heartland". There are five higher 

institution of learning in the city namely Federal University of 

Technology, Federal Polytechnic Nekede, Imo state Polytechnic 

Umuagwo, Alvan Ikoku Federal College of Education and Imo 

state University Owerri.  Figure 1 shows the map of Owerri city 

 

Figure 1 Map of Owerri municipal 

3. CONCEPTUAL FRAMEWORK 

A crime is an act against a person (for example, murder 

and sexual assault), or his/her property (for example, theft and 

property damage) and regulation (for example, traffic 

violations. Crime is a human phenomenon; therefore it occurs 

in a place and at a particular time. Crime analysis is important 

because it helps to identify the different geographic patterns in 

criminal behavior. 

Crime mapping is a procedure using GIS to conduct spatial 

analysis of crime problems and police-related issues [1]. Crime 

mapping is a sub discipline of crime analysis which has three 

main functions. The first one is to facilitate visual and statistical 

analysis to unravel the spatial nature of crime. The second one 

is to provide a link to unlikely data sources on common 

geographic variables and the last one is to produce maps that 

help to communicate for analysis results [1].A geographic 

information system integrates hardware, software, and data for 

capturing, managing, analyzing, and displaying all forms of 

geographically referenced information [7]. Use of GIS in police 

departments has proliferated over the past decade. Crime 

mapping capabilities are useful for police officers patrolling 
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neighborhoods and investigators trying to solve cases. They can 

view the recent crime pattern of a neighborhood and query a 

GIS to search for particular types of crime patterns, such as the 

location of all recent burglaries within a mile radius of a given 

intersection[8]. 

 

Crime mapping implementation is relatively low in 

Nigeria. However, numerous examples exist in the developed 

world eg MAPS (Map-based Analytical Policing System) 

developed by Rick McKee of the new Zealand police 

department in the year 2000 to assist his police colleagues in 

tackling crime. MAPS was predominantly built for and used by 

Police intelligence analysts to assist in identifying crime 

patterns and trends, it allowed basic mapping queries to be 

compiled with a wizard-based formula that could be conducted 

by all operational police staff. MAPS allow users to build a 

query, select, display and explore crimes for any location in 

New Zealand [2] 

 

4. METHODOLOGY AND DATA 

Two types of methods were adopted in this study. The first 

method is the collection of data using questionnaires. Owerri 

Municipal has 17 wards of which 8 wards were selected 

randomly and 15 questions were distributed to each. A list of 

Police stations in Owerri municipal was also collected from the 

Police State Criminal investigation department. Ten (10) Police 

stations were sampled and 2 questions were distributed to each 

giving us a total of 140 respondents; this is to enable all police 

stations in the study area to be part of the information gathering 

and for accuracy purpose. The second method is a step by step 

process (Figure 2)  of how GIS can be employed in the creation 

and analysis of Crime maps.  

 

 

4.1 Spatial data used in this study include; 

a) GPS coordinates of crime hotspots in Owerri City  

b) GPS Coordinates of police stations in the study 

      area 

c) land use and road  map of Owerri municipal gotten  

     from Ministry of lands and survey, 

      New-Owerri secretariat, Owerri. 

4.1.1 Attribute data include;  

 Records of  types of crime 

 Attributes of police stations in the study area 

 Attribute of crime hotspot 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2 flow chart of GIS map preparation and analysis 

5. RESULTS AND ANALYSIS 
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This study assessed the spatial distribution of crime 

in Owerri municipal. Data gotten from field work and other 

relevant sources were analyzed to answer the objective of the 

study. 140 questioners were distributed, 90% of the 

respondents are above 27 years of age. All the respondents from 

the public have lived In Owerri for more than 21 years and they 

are mainly indigenes which makes them aware of the 

happenings within the study area.  

5.1 Methods employed by police in crime 

detection 

Figure 3 show that the police still rely on the old 

method of crime detection in the area. 43 of the respondents 

opined that the use of patrol is commonly used by the police to 

combat crime, sometimes with patrol van or on foot without 

uniform, and followed by road block where peoples and car are 

checked to gather information that may lead to arrest. 

According to them informant also notify the police from time to 

time about criminal hide out and crime occurrence. 

Figure 3 chart showing method employed by police in crime 

detection 

5.2 Crime types and pattern 

With GIS, it is possible to map crime by type and to 

show which crime is prevalent in a particular area. Figure 4 

shows the crime record collected from the police headquarters 

which aided the analysis; From the chart it is very evident that 

Assault rank the highest type of  crime been committed in the 

city, followed by rape, burglary etc.   This is important for 

police officers because different types of crime need different 

strategies in controlling and preventing them. For instance, to 

reduce chances of murder being committed, assault cases must 

be controlled or prevented. This type of information guides 

police officers in making decisions on how to allocate specific 

resources for specific crimes.  

 

Figure 4 chart of different types of crime 

 

 

5.3 Socio Economic factors responsible for crime 

in Owerri 

From the public respondents, it was gathered that 

unemployment, poverty, use of illicit drugs etc are the most 

common factors responsible for crime in Owerri. 

Unemployment rank the highest,  this is because the youth 

population which falls between 25-40 years of age is very high 

while employment is low, jobs are hard to come by, there are 

few firms in Owerri which are willing to hire the youth, while 

others who hire often retrench their staff due to poor economy. 

White collar jobs are readily available in the city, Therefore the 

only alternative is to indulge in crime to keep body and soul bus 
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5.4 Crime analysis 

This analysis is done in relation to the four basic 

objectives of the research work. The crime record from police 

station was obtained from the police headquarter  and list of 

police stations in the city was equally obtained which aided the 

capturing of the distribution of police station and crime hotspot 

with the use of global positioning system in the study area. The 

findings reveals that there are ten police stations in the study 

area, twelve crime hotspot and several types of crime been 

committed in the study area of which this will aid the police 

agency to spread their search and adopt the use of modern 

technology such as Geographic Information System and Goggle 

Maps to combat crime and apprehend criminals in the city. 

5.4.2 Crime hotspots 

GIS helps law enforcement agents plan for crime 

control. Police officers are able to know where crime is 

concentrated and focus resources in turn. With GIS it is not 

only possible to give statistical summaries of crime events per 

given area but also to visualize the location of crime on a map. 

Figure 5  shows crime hotspots location indicated with a red 

circle within the study area. These are the various places in 

which there are high rates of crime occurrences. Figure 6 shows 

the GIS analysis result of the crime hotspots. Figure 6, Imsu 

roundabout, futo Ihiagwa, okigwe road and douglas road has a 

higher incidence of crime. This is indicated by the yellow color 

on the map. Crimes are higher in these places because of the 

location of Owerri main market and the concentration of 

university students living around these areas. These students 

belong to cult groups and due to the non location of police 

station around this area, they find it easy to commit crime and 

go scout free. 

 

Figure 5 GPS coordinate of Crime hotspot was converted into a 

point Map and overlaid on the study area Map  

     

 

Figure 6 Crime hotspots analysis result 
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6.  CONCLUSIONS  

Based on the response from the field survey, it was 

gathered that the Police force has heard of geographic 

Information System but are yet to incorporate it into their daily 

routine, this was very evident from my visit to the state 

headquarter of police in the city of Owerri. There were few 

computer  system and no single global positioning system 

(GPS) Tools  seen anywhere in all the offices not to talk about 

the various divisions, all method of handling data were done 

manually, that is the reason why combating of crime has 

remained traditional over the years without improvement. There 

is need therefore to incorporate geographic information system 

tools into their structure for better performance. More so, crime 

hotspots are far from Police stations this is the reason why 

pattern can be predicted and some areas experience repeat 

victimization. Furthermore from the statistics of crime gathered 

assault, rape and robbery are the highest in the city. This is as a 

result of Institutional and commercial land use of which the 

youth are mostly involved, this is due to unavailability of jobs 

and as the adage goes an idle mind is the devils workshop. The 

solution to all these increasing problem lies in the hand of the 

government and various recommendations has been proffered 

below   

6.1 Recommendations 

The government should establish GIS/ICT sections in 

all the police quarters and procure all the needed tools, and 

annually train the police force on GIS usefulness in crime 

detection and how to use the various tools. Police stations 

should be cited in areas close to crime hotspot. A map of all the 

hotspots and photographs of suspects should be stored in GIS 

tools to increase the knowledge of the police in GIS and aid 

planners in decision making. More so the police force should 

have a website where citizens can easily alert them on crime 

scene, suspect and their photographs at will and an accurate 

GPS coordinates of all roads network should be stored in the 

GIS tools in order to provide routine instruction to direct patrol 

vans to crime scene. The use of GIS can assist the police to 

improve their traditional method by acquiring information on 

land use and the socio-economic factors that affects crime. 

Finally, government should make drastic effort to create jobs by 

empowering the youths who are more associated with crime 

from time to time. 
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Abstract: eGovernment focusses on the use of technology to achieve levels of improvement in various areas of government, 

transforming the nature of politics and relations between the government and citizens. However, in Kenya, just like in other 

developing nations, many eGovernment projects have either stalled or failed to meet their objectives due to some key organizational 

factors. This study therefore highlights critical organizational factors affecting eGovernment projects and the nature of their 

relationships with eGovernment performance. The study employed cross-sectional survey design. Targeting the entire 18 eGovernment 

projects implemented through the Information Communications Authority of Kenya since 2005. Both primary and secondary data was 

collected and analyzed based on response from 217 respondents out of the 300 who participated (72% response rate). At the end, it 

emerged that out of the various organizational factors hypothesized to predict eGovernment projects Performance, only organizational 

structure, prioritization of deliverables, and organizational culture are critical in Kenyan context. Others identified in previous studies 

such as future needs of the organization, power distribution, structure, information system strategy alignment, prioritization of 

deliverables, and training were also important but not critical.    
 

Keywords: eGovernment; Organizational; Critical Factors; Performance; Projects. 

 

1. INTRODUCTION 

1.1 Background of the Study 
Globalization has, in the past decade, perpetuated need for 

inventing and applying technological solutions to service 

delivery in governments (Cordella & Bonina, 2012). 

According to the recent UN e-government development index 

report (EGDI), among the 193 countries surveyed on online 

provision, 190 had online services. The report concluded that 

Information and Communication Technologies (ICTs) is 

continuously gaining recognition due to its ability to promote 

economic growth and development at government, business 

and citizens levels (UN, 2014). 

In developing countries, the idea that implementation of 

eGovernment ensures modernization of the public sector, 

coupled by the current quest for citizenry empowerment and 

the demand for e-participation changes sweeping the modern 

world, many governments have continued developing, 

implementing and improving their strategies to transform 

government services using eGovernment (Cordella & Bonina, 

2012; UN, 2014). However, despite a lot of interest being 

drawn into eGovernment, the field is criticized for not having 

a common definition of e-Government (Hu et al. 2009) and 

also generally lacking clarity and rigor about the factors 

contributing to its implementation alongside poor treatment of 

generalization (Heeks and Bailur, 2007). Furthermore, 

recently, researchers and other stakeholders affected by the e-

Government innovation’s impacts have started raising 

concerns on its high reported failure rates (Heeks and Bailur, 

2007). 

In an effort to comprehensively define eGovernment and 

address the above concerns, three perspectives have 

dominantly emerged: technological, organizational and 

environmental perspectives of eGovernment. Ahmad et al., 

(2012) observe that the different conceptualization indicate 

that eGovernment is a broad concept whose evaluation and 

measurement, demands exhaustive assessment of each of the 

perspectives. This study centers on the organizational 

perspective of eGovernment which focusses on the use of 

technology to achieve levels of improvement in various areas 

of government, transforming the nature of politics and 

relations between the government and citizens (Ahmad, et al., 

2012). 

The organizational context is a necessity for any eGovernment 

project as it helps to explain the tangible and non-tangible 

organizational factors (Ahmad et al., 2012). Researchers have 

confirmed complex relationships between the organizational 

factors and eGovernment Adoption, use, and hence 

eGovernment success. Organizational aspects such as the 

organizational structure, the presence of innovation-enabling 

processes such as informal communication and strategic 

behaviour of top management, quality of human resource, 

firm size, amount of slack resources of the organization are 

vital for eGovernment success (Tornatzky and Fleischer, 

1990).  Consequently, ensuring successful adoption of 

eGovernment initiative calls to assessment of the contribution 

each of these organizational aspects have of the performance 

of eGovernment projects.  

1.2 Statement of the Problem 
In Kenya, just like in other developing nations, many 

eGovernment initiatives fail or do not achieve their goals due 

to some key organizational factors. Currently, Kenya ranked 

number 119 globally and number seven in Africa, after 

Seychelles, Mauritius and South Africa who are ranked first, 

second and third respectively, in eGovernance. Despite their 

low ranking in eGovernance, African governments support 
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eGovernment initiatives and appreciate its contribution to the 

government agenda (Mutula, 2008).  

However, after the recent realization that for eGovernment 

projects in developing and transitional countries, 35% were 

total failures, 50% were partial failures and only 15% were 

successful(Heeks, 2003;Schedler and Schmidt, 2004), more 

questions are raised on the factors affecting success of 

eGovernment projects. This study seeks to answer this 

question by assessing the organisational critical factors to the 

performance of eGovernment in Kenya 

1.3 Objectives of the Study 
i) Establish the organisational factors predicting 

eGovernment projects performance in Kenya; 

ii) Examine the nature of relationships between the 

organisational factors and eGovernment 

performance 

2. LITERATURE REVIEW  
Research has helped to explain the tangible and non-tangible 

organisational factors influencing eGovenrment projects 

(Ahmad et al., 2012). These include: the organizational 

readiness in terms of business strategic planning; technical 

infrastructure; management systems and structures; top 

management; and quality of human resource (Ahmad et al., 

2012). Each of these can either impede or promote 

eGovernment project performance (Bjorck, 2004). A 

bureaucratic organisation with a conservative culture raises 

the issue of resistance to change from new innovation (Ahmad 

et al., 2012). Therefore, transformation and re-engineering of 

government processes and activities must be embraced for 

successful eGovernment (Basu, 2004). Many studies attribute 

eGovernment failure to a variety of reasons, including: lack of 

executive and top managers’ commitment; employees’ 

resistance to change; lack of skills and training programs; lack 

of awareness and conceptual understanding; old and inflexible 

management systems (Karlson, et al., 2012). The success of e-

government initiatives will also depend upon the developed 

legal and regulatory framework for their operations (Basu, 

2004). In general, UN (2014) found out that institutional and 

organisational weaknesses in the design of policies, the 

organization of programs and stakeholder coordination 

jeopardize the long term development of e-government 

practices.  

Favourable organizational structures lead to higher system 

usage and consequently successful eGovernment 

implementation outcome (Baker, 2011). The implementation 

of a new ICT environment may result in some employees 

losing their authority and power over traditional business 

processes hence triggering resistance (Doherty and King, 

2005). Therefore, favourable power distribution practices 

would reduce resistance thereby resulting to higher system 

usage and consequently successful eGovernment 

implementation outcome. A comprehensive eGovernment 

strategy is also essential to effectively and efficiently deliver 

the successful implementation of online public services (Iran 

et al. 2006). The presence of a well synchronized information 

system strategy with clearly spelled out future organizational 

needs to be achieved through ICTs would lead to higher 

system user support and consequently successful 

eGovernment implementation outcome (Lee et al., 2008). The 

paradigm shift and change of culture that is introduced by 

eGovernment may result in some resistance and failure.  

There is therefore need for continued training in order to 

realize eGovernment success (Iran et al., 2006). According to 

the UN (2014) countries need to focus on building human 

capital, including ICT literacy and on bridging infrastructure 

gaps to provide an enabling environment for e-government 

development. Visionary strategies and practical 

implementation plans should follow for effective deployment 

of sustainable online services (UN, 2014). Oreste, et al. 

(2005), found that funding facilitates the infrastructure (such 

as building, technology, human resources) necessary for 

eGovernment implementation. 

3. RESEARCH METHODOLOGY 

3.1 Research Design 
This study adopted a descriptive cross-sectional survey 

design. According to Cresswell and Clark (2007), a combined 

descriptive cross-sectional survey research design is used 

when seeking to gather information, summarize, present and 

interpret it for the purpose of clarification. This design was 

therefore chosen as the study sought personal views, opinions, 

attitudes, and perceptions about eGovernment critical factors 

and project performance status. 

3.2 Target Population 
The study targeted the entire 18 eGovernment projects that 

had been in place since 2005 and which were implemented 

through the Directorate of eGovernment (now 

Communications Authority of Kenya) in Kenya government.  

The respondents therefore included all the eGovernment 

project implementers and eGovernment service consumers of 

the eGovernment services in Kenya. 

3.3 Data Collection 
The study collected both primary and secondary data. Primary 

data were collected using survey questionnaires, although 

interviews and observations were also employed where 

necessary and possible. Secondary data sources included 

journals, books and articles addressing the objectives of this 

study.  

3.4 Operationalization of Variables 
This study employed quantitative measures using a 4-point 

likert scale on technological factors indicators as defined by 

Agresti (2002). The operationalization and measurements of 

the variables in this study is as shown in Table 1 below. 

Table 1 Operationalization and measurements of the 

variables 

THE ORGANISATIONAL FACTORS INFLUENCING 

EGOVERNMENT PROJECT IMPLEMENTATION, 

ADOPTION, & E-SERVICE USE 

Construct Construct Domains Measures 

Organisational  

Factors 

Status before delivery of 

required results; 

Organizational structure; 

Power distribution; System 

Structure; Information system 

strategy alignment; 

Prioritization of deliverables; 

Resistance to change; 

Human Capacity; 

Management skills; Future 

needs of the organization; 

Organizational culture; 

Training; 

Cooperation/Collaboration; 

Nominal 

& 

4-point 

likert 
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Smooth Processes 

3.5 Data analysis 
Data analysis was performed at both descriptive and 

inferential statistical analysis levels using a mixture of tools 

available in SPSS. Descriptive statistics involved use of 

frequency tables, percentages and charts and other measures 

of variable associations (De Vaus, 2001). Inferential statistical 

analyses included various correlation and regression tests 

(Saunders et al., 2003). Factor analysis test were used to 

group and detect opinions/perception disagreement or changes 

to help in assigning variables into TOE, failure and success 

groupings based on their agreements. 

4. RESULTS AND DISCUSSIONS  
The results are based on response from 217 respondents out of 

the 300 who participated (72% response rate). Of the 217 

respondents 52 were eGovernment project implementers 

while 165 were eGovernment service consumers. 

4.1 Organizational eGovernment Projects 

Success and Failure Factors 
Nine statements on four point likert scale were used to assess 

the organizational factors affecting eGovernment project 

implementation. These statements were presented to 

eGovernment project implementers alone because they are the 

only lot that directly engaged with the projects 

implementation process.  

a. Overall Judgement on Project Delivery of 

Results- Majority of the study participants (57%) 

disagreed with the statement that the project has 

taken too long to show any meaningful results.  

b. Organizational structure issues-Majority of the 

respondents (79%) supported the statements there 

exist proper allocation of work roles and 

administrative mechanisms to conduct, coordinate, 

and control eGovernment implementation work 

activities.  

c. Power distribution-Majority of the respondents 

(61%) agreed that there is resistance for fear of 

government employees losing their authority and 

power over traditional business processes.   

d. Structure- Majority of the respondents (68%) 

agreed with the statement that due to the horizontal 

and vertical computerized linkages, there is a great 

level of flexibility in task-performing to 

accommodate the new eGovernment system 

procedures.  

e. Information system strategy alignment- Majority 

of the respondents (57%) agreed that there is proper 

alignment of strategies between different players for 

the eGovernment systems success.  

f. Prioritization of deliverables- Majority of the 

respondents (69%) agreed that there is proper 

prioritization of deliverables to ensure the most 

strategically significant services are managed and 

delivered appropriately in time.  

g. Future needs of the organization-Majority of the 

respondents (37%) disagreed with the statement that 

there exists a strategic plan for eGovernment 

systems implementation that is being strictly 

followed to ensure the implementation process 

caters for the future needs of our organization.  

h. Organizational culture-Majority of the 

respondents (59%) disagreed with the statement that 

there has been a good organizational environment 

that encourages smooth and total transformation 

from manual to eGovernment culture. 

i. Training issues- Majority of the respondents (52%) 

agreed with the statements that there has been 

enough training for employees and managers to get 

familiar with working under new eGovernment 

system circumstances. The details are as shown in 

table 2 below. 

Table 2 Organizational Factors Descriptive Analysis 

Results 

 

Total 

S. D D. A. S. 

A. 

Overall 

judgment 

The project has taken 

too long to show any 

meaningful results 

19% 38% 28% 15% 

Organizational 

structure 

There exist proper 

allocation of work 

roles and 

administrative 

mechanisms to 

conduct, coordinate, 

and control 

eGovernment 

implementation work 

activities.  

4% 18% 65% 14% 

Power 

distribution 

There is resistance for 

fear of government 

employees losing their 

authority and power 

over traditional 

business processes.    

8% 31% 41% 20% 

Structure Due to the horizontal 

and vertical 

computerized 

linkages, there is a 

great level of 

flexibility in task-

performing to 

accommodate the new 

eGovernment system 

procedures  

12% 20% 60% 8% 

Information 

system strategy 

alignment 

There is proper 

alignment of strategies 

between different 

players for the 

eGovernment systems 

success 

10% 33% 45% 12% 

Prioritization of 

deliverables 

There is proper 

prioritization of 

deliverables to ensure 

the most strategically 

significant services are 

managed and 

delivered 

appropriately in time.  

6% 25% 56% 13% 
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Future needs of 

the 

organization 

There exists a 

strategic plan for 

eGovernment systems 

implementation that is 

being strictly followed 

to ensure the 

implementation 

process caters for the 

future needs of our 

organization.  

8% 29% 49% 14% 

Organizational 

culture 

There has been a good 

organizational 

environment that 

encourages smooth 

and total 

transformation from 

manual to 

eGovernment culture.  

10% 49% 33% 8% 

Training There has been 

enough training for 

employees and 

managers to get 

familiar with working 

under new 

eGovernment system 

circumstances. 

13% 35% 42% 10% 

 

4.2 Test of Associations (Correlation) and 

Factor Analysis for the Organisational 

Factors 
The study also sought to establish the specific factors 

predicting eGovernment projects performance from the 

collected data through tests of associations. This was achieved 

through correlations and factor analysis. The composite 

variables emerging from factors analysis were then used in 

regression analysis, presentation, interpretation and 

discussions of the outcomes.  

The goal of factor analysis was to reduce “the dimensionality 

of the original space and to give an interpretation to the new 

space, spanned by a reduced number of factors (Darlington, 

2004). Guttman-Kaiser rule was applied in retaining only the 

factors whose eigenvalues were larger than 1 and in total 

accounted for over 0.5 of the variance (Field 2000). 

Therefore, items with variance loadings of over 0.6 were 

retained for further analysis as recommended by Rietveld & 

Van Hout(1993). 

Correlation results 

Correlation was first done on all the data items under 

organizational factors and only those that significantly 

correlated to each other were further reduced into few 

principal components. In the end, the factor reduction split the 

data items into two significant factors considered to 

significantly affect eGovernment implementation, adoption 

and use in the research. Results from correlations showed that 

the overall judgment on the performance of eGovernment 

(success or failure of eGovernment projects) did not correlate 

significantly with most of other items apart from two 

variables, Power distribution and Organizational culture, and 

was therefore discarded at this stage while the rest were 

reserved for use in running the factor analysis. This is as 

shown in table 3 below. 

Table 3 Organizational Factors Correlations Contingency 

Table Results 

  Ov

eral

l 

jud

gm

ent 

Organ

izatio

nal 

struct

ure 

Pow

er 

distr

ibuti

on 

Str

uct

ure 

Infor

mati

on 

syste

m 

strat

egy 

align

ment 

Prior

itizat

ion 

of 

deliv

erabl

es 

Futu

re 

need

s of 

the 

orga

nizat

ion 

Organ

izatio

nal 

cultur

e 

Tra

ini

ng 

Ov

eral

l 

jud

gm

ent 

Pear

son 

Corr

elati

on 

1 .193 .390
** 

-

.09

4 

-

.082 

-.120 .125 .310* -

.13

5 

Sig. 

(2-

taile

d) 

 .174 .006 .51

6 

.569 .398 .381 .027 .33

9 

N 53 51 49 50 51 52 51 51 52 

 

Factor Analysis Results  

The table 4 below shows the eigenvalues (variances of the 

principal components) associated with each linear component 

(factor) before extraction, after extraction and after rotation. 

The rotations converged in two iterations with two significant 

components with Eigenvalues accounting for 60.494% of the 

variance explained. Being above the threshold of 50% it 

indicated that the two-component factor model derived fitted 

the data appropriately. 

Table 4 Organizational Factors Total Variance Explained 

Results 

Comp

onent 

Initial Eigen 

values 

Extraction Sums 

of Squared 

Loadings 

Rotation Sums of 

Squared 

Loadings 

To

tal 

% of 

Vari

ance 

Cumul

ative 

% 

To

tal 

% of 

Vari

ance 

Cumul

ative 

% 

To

tal 

% of 

Vari

ance 

Cumul

ative 

% 

1 3.6

16 

45.2

02 

45.202 3.6

16 

45.2

02 

45.202 2.6

71 

33.3

94 

33.394 

2 1.2

23 

15.2

91 

60.494 1.2

23 

15.2

91 

60.494 2.1

68 

27.1

00 

60.494 

3 .96

8 

12.1

04 

72.597       

4 .73

9 

9.23

8 

81.835       

5 .51

6 

6.45

0 

88.285       

6 .45

1 

5.63

7 

93.922       

7 .30

5 

3.80

9 

97.731       

8 .18

2 

2.26

9 

100.00

0 

      

Extraction Method: Principal Component Analysis. 

Items loading greater than 0.6 for each component combined 

to form the two principal components and the variables that 
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clustered into each are shown in table 5 below. Cronbach 

alpha analysis for reliability showed internal consistency. 

Therefore, the eight items were used in further analysis. 

 

Table 5 Organizational Factors Rotated Component 

Matrix Results 

 Component 

 1 2 

Organizational structure .374 .625 

Power distribution -.795 -.030 

Structure .775 .089 

Information system strategy alignment .514 .356 

Prioritization of deliverables .760 .325 

Future needs of the organization .067 .889 

Organizational culture .178 .800 

Training .651 .327 

Cronbach's Alpha .712 .657 

Extraction Method: Principal Component Analysis.  

 Rotation Method: Varimax with Kaiser Normalization. 

a. Rotation converged in 3 iterations. 

 

4.3 Correlation Analysis between 

Organizational Factors and the Project 

Performance 
The table 6 below displays the correlation between the 

individual factors measuring organizational factors and the 

project performance. From the results, it emerged that only 

Organizational structure, Prioritization of deliverables and 

Organizational culture had positive significant relationships 

with project performance hence reserved for entry into the 

logistic regression model while the rest (highlighted below) 

were not, and hence eliminated at this stage. These findings 

support the findings of the latest survey by the UN on 

eGovernment which concluded that institutional and 

organisational weaknesses in the design of policies, the 

organization of programs and stakeholder coordination 

jeopardize the success of e-government projects (UN, 2014). 

Additionally, the results of the study support Ahmad et al., 

(2012) findings that a bureaucratic organisation culture with a 

conservative culture raises the issue of resistance to change to 

new innovations. Therefore, transformation and re-

engineering of government processes and activities must be 

embraced for successful eGovernment (Basu, 2004). It also 

supports Karlson et al., (2012) finding that old and inflexible 

management systems with resistance to change would cause 

eGovernment project failures. The findings also concur with 

those of Baker (2011) who found that favourable 

organizational structures lead to higher system usage and 

consequently successful eGovernment implementation 

outcome. However the results contradict Doherty and King 

(2005) findings that favorable power distribution practices 

would reduce resistance thereby resulting to higher system 

usage and consequently successful eGovernment 

implementation outcome. It also contradicts Iran et al. (2006) 

findings that the paradigm shift and change of culture that is 

introduced by eGovernment may result in some resistance and 

failure and therefore there is need for continued training in 

order to realize eGovernment success is also not supported. 

 

 

Table 6 Results of Correlation between Organizational 

Factors and Project Performance 

  Ov

eral

l 

jud

gm

ent 

Orga

nizati

onal 

struct

ure 

Pow

er 

distr

ibuti

on 

Str

uct

ure 

Info

rmat

ion 

syst

em 

strat

egy 

alig

nme

nt 

Prior

itizat

ion 

of 

deliv

erabl

es 

Futu

re 

need

s of 

the 

orga

nizat

ion 

Orga

nizati

onal 

cultur

e 

Tra

ini

ng 

Proj

ect 

perf

orma

nce 

Pear

son 

Corr

elati

on 

.13

6 

.419** -

.249 

.21

8 

.199 .370* .161 .522** .15

0 

Sig. 

(2-

taile

d) 

.36

1 

.004 .103 .15

0 

.184 .010 .284 .000 .31

3 

N 47 46 44 45 46 47 46 46 47 

**. Correlation is significant at the 0.01 level (2-tailed). 

*. Correlation is significant at the 0.05 level (2-tailed). 

 

4.4 Organizational Factors 

Logistic Regression 
This procedure was conducted to predict the probability that a 

participant would give his/her eGovernement project a 

success performance judgment (rating) given presence/nature 

of critical organisational factors. Therefore, the outcome 

variable entered in the model was successful eGovernment 

project performance which was measured by a binary question 

Yes/No (0 = failure and 1 = success), and the predictor 

variable entered in the model was organizational Factors (X). 

A regression model predicting the logit, i.e, the natural log of 

the odds of success of e-government project or failure was 

then run. Table 7 below shows the SPSS output for the initial 

model which includes only the intercept (the constant).  Given 

the base rates of the two success of e-government project 

performance options (1 and 0), the system correctly grouped 

62.2% of the respondents cases as having reported success of 

e-government project with only 37.8% of the cases reporting 

failure of e-government project. No other information was 

printed out as there were no predictor variables at this stage of 

the logistic regression process. Therefore, in order to achieve 

more information details, the best strategy was to perform 

predictions for every case that the subject will report 

successful performance of the e-government projects. Using 

this strategy, a respondent chosen at random for any random 

project would be correct 62.2 % of the times in judgment 

translating to 0.62 chances of judging an  eGovernment 

project as successful when it is correctly so. 
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Table 7 Classification for the Initial Model 

 

Observed 

Predicted 

 Project 

judgment 

Percentage 

Correct 

 Yes No 

Step 0 Project judgment Yes 28 0 100.0 

No 17 0 .0 

Overall Percentage   62.2 

a. Constant is included in the 

model. 

   

b. The cut value is .500    

Further, table 8 below shows that the 2 Log Likelihood 

function would drop by 4.963 if a single unit of X  predictor 

was added to the model (which already has the intercept) and 

the drop is significant (Pvalue = 0.026). 

Table 8 Variables not in the Equation 

   -2 Log 

likelihood 

score df Sig. 

Step 0 Variables X2 4.963 1 .026 

Overall Statistics 4.963 1 .026 

Table 9 below shows the block1 outputs where the SPSS 

added the independent variables Organizational Factors (X) as 

the predictor. Omnibus Tests of Model Coefficients gives us a 

Chi-Square of 5.523 on 1 df which is significant as the P-

value (.019) was less than 5% (.05).  This is a test of the null 

hypothesis that adding the independent variable to the model 

did not significantly increase the likelihood of the respondents 

to give an eGovernment project a success outcome when it is 

correctly so. A positive and significant Chi-Square statistic 

indicates that there is a positive relationship between X and 

the eGovernment project success performance.    

Table 9 Omnibus Tests of Model Coefficients 

  Chi-

square 

df Sig. 

Step 1 Step 5.523 1 .019 

Block 5.523 1 .019 

Model 5.523 1 .019 

Under Model Summary printed in table 4.59 below, the -2 

Log Likelihood statistics is shown as 54.144.  This statistic 

measures how poorly or well the model predicts the judgment 

decisions, the smaller the statistic the better the model.  The 

Cox & Snell R2 value of .116 implies that only 11.6% 

variation in the dependent variable is explained by the model. 

Alternatively, the Nagelkerke R2 output of 0.157 indicates that 

a larger figure of 15.7% in the dependent variable is explained 

by the model.  

Table 10 Model Goodness of Fit Tests Summary 

Step 

-2 Log 

likelihood 

Cox & Snell R 

Square 

Nagelkerke R 

Square 

1 54.144a .116 .157 

Estimation terminated at iteration number 5 because 

parameter estimates changed by less than .001. 

Table 11 below shows the Hosmer-Lemeshow statistic, which 

tests the null hypothesis that there is a linear relationship 

between the predictor variable and the log odds of the 

outcome variable.  A chi-square statistic was then computed 

comparing the observed frequencies with those expected 

under the linear model. A non-significant chi-square indicates 

that there exists a linear relationship and therefore the data fits 

the model well (Pvalue = 0.533). 

Table 11 Hosmer and Lemeshow Linearity Test 

Step Chi-square df Sig. 

1 5.088 6 .533 

From table 12 results, it is noted that overall success rate in 

classification has improves from 62.2 – 64.4 percent after 

adding the independent variable.  

Table 12 Classification for the Final model 

 

Observed 

Predicted 

 Project 

judgment 

Percentage 

Correct 

 No Yes 

Step 1 Project judgment No 24 4 85.7 

Yes 12 5 29.4 

Overall Percentage   64.4 

a. The cut value is .500    

Table below 13 below shows the Regression Coefficients and 

Odds Ratio. The Wald Chi-Square statistic, which tests the 

unique contribution of each predictor, holding other predictors 

constant is also given.  The output indicates that the predictor 

X2 relationship with the outcome meets the conventional .05 

standard for statistical significance. It’s 3.211 odds ratio 

statistic indicates that the chances of eGovernment project 

success judgment are increased by more than triple for each 

one point increase in respondent’s exposure to or interaction 

with eGovernment project organizational Factors and the 

increase is significant (Pvalue =.037).   

Table 13 Variables in the Model Equation 

  B S.E. Wald df Sig. Exp(B) 

Step 1a X2 1.167 .561 4.331 1 .037 3.211 

Constant -4.380 1.932 5.139 1 .023 .013 

a. Variable(s) entered on step 1: 

X2. 
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5. CONCLUSION  
The results of the study indicate that among the organizational 

factors hypothesized to influence the success of eGovernment 

projects, only organizational structure, prioritization of 

deliverables, and organizational culture emerged to have 

positive significant relationships with project performance in 

Kenya. Future needs of the organization, power distribution, 

structure, information system strategy alignment, 

prioritization of deliverables, and training had insignificant 

relationships with performance. 

 

6. RECOMMENDATIONS  
Based on the results from the study, eGovernment projects 

implementers should ensure that the critical success factors 

that include efficient and effective organisational structure, 

organisational culture and priorities of the deliverables are 

availed, to minimise the cases of failure in implementing 

eGovernment projects. 

To researchers and academicians the study recommends that 

replica studies be done on Kenya’s eGovernment projects 

with larger samples of project implementers for purposes of 

generalization and eGovernment projects critical success and 

failure factors theory building. 
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Abstract: Several large-scale parole leakages exposed users to associate unprecedented risk of speech act and abuse of their data. 

associate inadequacy of password-based authentication mechanisms is turning into a serious concern for the complete data society. 

carries with it 3 major modules: (1) Mouse–Behavior dynamics Capture, (2) Feature Construction, and (3) coaching or Classification. 

the primary module serves to make a taking mouse behavior user signs. The second module is employed to extract holistic and procedural 

options to characterize mouse behavior and to map the raw options into distance-based options by exploitation numerous distance 

metrics. The third module, within the coaching section, applies neural network on the distance-based feature vectors to reckon the 

predominant feature elements, then builds the user’s profile employing a one-class classifier. within the classification section, it 

determines the user’s identity exploitation the trained classifier within the distance-based feature exploitation NN. A four Digit OTP is 

generated to the user’s email ID. The user are going to be giving the ‘2’ digit OTP and therefore the server are going to be giving balance 

‘2’ digit OTP. Users ‘2’ digit OTP is verified by the server and contrariwise. 

Keywords: mouse behaviour signatures; Biometric authentication; Verification; Template; String matching; Feature detection 

 
 

1 INTRODUCTION 

 

The quest for a reliable and convenient security mechanism to 

authenticate a computer user has existed since the inadequacy 

of conventional password mechanism was realized, first by the 

security community, and then gradually by the public.[3] As 

data are moved from traditional localized computing 

environments to the new Cloud Computing paradigm (e.g., 

Box.net and Drop box), the need for better authentication has 

become more pressing.[1] 

 Recently, several large-scale password leakages exposed users 

to an unprecedented risk of disclosure and abuse of their 

information. These incidents seriously shook public confidence 

in the security of the current information infrastructure; the 

inadequacy of password-based authentication mechanisms is 

becoming a major concern for the entire information society. 

Of various potential solutions to this problem,  Mouse 

dynamics measures and assesses a user’s mouse-behavior 

characteristics for use as a biometric.[2] 

 Compared with other biometrics such as face, fingerprint and 

voice, mouse dynamics is less intrusive, and requires no 

specialized hardware to capture biometric information. Hence 

it is suitable for the current Internet environment. When a user 

tries to log into a computer system, mouse dynamics only 

requires her to provide the login name and to perform a certain 

sequence of mouse  operations. Extracted behavioral features, 

based on mouse movements and clicks, are compared to a 

legitimate user’s profile.[4] A match authenticates the user; 

otherwise her access is denied. Furthermore, a user’s mouse-

behavior characteristics can be continually analyzed during her 

subsequent usage of a computer system for identity monitoring 

or intrusion detection. 

 

 

 

 

2. EXISTING SYSTEM 

 

In the existing system, there many password leakages 

exposed users to an unprecedented risk of disclosure and 

misuse their information. These types of password-based 

authentication mechanisms is becoming a major concern for 

varieties of Security based applications.[8] Also some attacks 

namely called, password guessing attacking has become more 

concern for the users, while accessing the some of the sensitive 

application like Bank transaction, Train Booking and Online 

Shopping.[6] 

 

3. PROPOSED SYSTEM 

We are implementing the proposed System which is 

consisting of three major modules: (1) signature dynamics, (2) 

fluctuate data define , and (3) design to different pattern . In the 

First Module, we’ll create a user defining data, and to capture 

and information data. The second module is used to extract 

holistic and procedural features to characterize mouse behavior 

and to map the raw data manipulate by the user by using various 

distance metrics. The third module, in the defining the different 

section, applies on taking assign  vectors to compute the 

predominant feature components, and then builds the user’s 

profile using . 
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4. ARCHITECTURE DIAGRAM 

                

                             Fig 1. Architecture diagram 

 

 

5. MODULES 

5.1 CLIENT OF THE NETWORK: 

 

In this module we are implementing the Client interface by 

which the Client can interact with the Application. To access 

the Application, the Client want to the register their details with 

Application Server. They have to provide their information . 

This information will stored in the database of the Application 

Server. The User is allowed to the access the application only 

by their provided Interface.  

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

5.2 SERVER: 
 

The Server will monitor the entire User’s information in their 

database and verify the if required. Also the Server will store 

the entire User’s information in their database. Also the server 

localize itself. It be the data load in its database. they access the 

Application. So that the server are to taking by the user guide 

to server loaded data. 
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5.3 LEARNING PHASE: 
 

In this phase, the we’ll train the system according to identify 

the User’s Signature by using the following modules. (1)  

signature dynamics, (2) fluctuate data define , and (3) design to 

different pattern.. The first module serves to create a mouse-

operation task, and to capture and user defining data. The 

second module is used to extract holistic and procedural 

features to characterize mouse behavior and to map the raw 

features into distance-based features by using various distance 

metrics. The third module, in the designing different phase, 

applies neural network on the data set to  vectors compute. 

 

 
 

 

 

 

 

 
 

 

 

 

5.4 VERIFICATON PHASE: 
 

In the Verification Phase, the Server will verify the User when 

they are login into their account. The Servera will provided by 

the User while login with the Signature provided by the User 

when they provided during the Training Phase. If the signature 

is not matched, then the Server will not allow the User to access 

their account.  
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5.5 CHECK MAIL/OTP VERIFICATION: 
 

Once the User provided their signature correctly, the Server 

will generate the Session Key using Secure Random Number 

generation algorithm and send it to the User Email id. Once the 

User received their session key in their Email id, they have to 

provide the first ‘2’ digits of the session key and the server will 

verify the next ‘2’ digits of the session key. Once the Session 

key is verified by the Server, the User is allowed to access their 

account.  
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6. CONCLUSION 
Mouse dynamics is a newly emerging behavioral 

biometric, which offers a capability for identifying computer 

users on the basis of extracting and analyzing mouse click and 

movement features when users are interacting with a graphical 

user interface. Many prior studies have demonstrated that 

mouse dynamics has a rich potential as a biometric for user 

authentication. In this study, we highlighted the challenges 

faced by mouse-dynamics-based user authentication, and we 

developed a simple and efficient approach that can perform the 

user authentication task in a short time while maintaining high 

accuracy. Holistic features and procedural features are 

extracted from the fixed mouse-operation task to accurately 

characterize a user’s unique behavior data. Then distance-based 

feature construction and parametric eigenspace transformation 

are applied to obtain the predominant feature components for 

efficiently representing the original mouse feature space. 

Finally, a one-class classification technique is used for 

performing the user authentication task. 
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Abstract: The key idea of our Energy Efficiency management is to use the exchange between energy consumption vs the gain in 

responsibility, timeliness, and security to maximize the system helpful time period. we tend to formulate the exchange as Associate 

in Nursing optimization downside for dynamically crucial the most effective redundancy level to use to multipath routing for 

intrusion tolerance so the question response success likelihood is maximized whereas prolonging the helpful time period. Moreover, 

we think about this optimization downside for the case during which a voting-based distributed intrusion detection formula is 

applied to sight and evict malicious nodes during a HWSN. we over see to develop a novel likelihood model to investigate the most 

effective redundancy level in terms of path redundancy and supply redundancy, further because the best intrusion detection settings 

in terms of the amount of voters and the intrusion invocation interval below that the time period of a HWSN is maximized. we over 

see  to then apply the analysis results obtained to the planning of a dynamic redundancy management formula to identify and apply 

the most effective style parameter settings at runtime in response to  environmental changes, to maximize the HWSN  lifetime. 

 

Keywords: Intrusion detection system (IDS), multipath routing, fault tolerance, trust management, heterogeneous WSN (HWSN). 

________________________________________________________________________________________________________ 

 

1.INTRODUCTION: 
 

Advances in wireless communication and miniature 

electronics have enabled the Development of small, low-

cost, low-power sensor nodes (SNs) with sensing and 

Communication capabilities [1],[2]. Therefore, the issues of 

Wireless Sensor Networks (WSNs) have become popular 

research subjects. WSN is infrastructure based network, and 

through the mass deployment of SNs, a WSN is formed. The 

major function of WSN is to collect and monitor the related 

information which about the specific environment. The SNs 

detect the surrounding environment or the given target and 

deliver the data to the sink using Wireless communication. 

The data is then analyzed to find out the state of the target. 

However, due to the design of their hardware, WSNs [3]-[7] 

suffer from many resources Constraints, such as low 

computation capability, limited memory and limited energy. 

Because WSNs are composed by numerous low-cost and 

small devices which are usually deploy to an open and 

unprotected area, they are vulnerable to various types of 

attacks. A prevention mechanism is used to counteract well- 

known attacks. However, interference mechanisms cannot 

resist overall attacks. Therefore, the attacks area unit needed 

to be detected. An Intrusion Detection System (IDS) is used 

frequently to detect the packets in a network, and confirm 

whether or square measure attackers. Additionally, IDS will 

facilitate to develop the hindrance system through acquired 

natures of attack. Many wireless sensor networks (WSNs) 

are deployed in an unattended environment in which energy 

replenishment is difficult. Due to limited resources, a WSN 

must not only satisfy the application specific QoS 

requirements such as reliability, minimum delay and 

security, but also minimize energy consumption to prolong 

the system useful lifetime. Recently, prior research efforts 

have been made to develop network architectures and sensor 

hardware in order to effectively deploy WSNs for a variety 

of applications. However, Due to a wide diversity of WSN 

application requirements, a general-purpose WSN design 

cannot fulfill the needs of all applications. In order to attain 

this, it is essential to capture the impacts of network 

parameters on network performance with respect to 

application specifications. Intrusion detection (i.e., object 

tracking) in a WSN can be regarded as a monitoring system 

for detecting the intruder that is invading the network 

domain. Thus, it is necessary to develop the intrusion 

detection system (IDS) which is capable of handling more 

extensive malicious attacks with energy conservation 

mechanism to increase system lifetime. If any system in the 

network gets affected by malicious behaviour, the request is 

given to the guardian system. The patch framework is given 

to the affected system by the guardian system and with the 

help the patch framework, the malicious in the affected 

system is cleared[8]-[10]. 

  

2. SYSTEM ANALYSIS 

2.1.Existing System: 
 

 In Existing System, effective redundancy management 

of a clustered HWSN to prolong its lifetime operation in the 

presence of unreliable and malicious nodes. We tend to 

address the exchange between energy consumption vs. QoS 

gain in responsibility, timeliness and security with the goal 
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to maximize the lifetime of a clustered HWSN while 

satisfying application QoS requirements in the context of 

multipath routing. More specifically, we analyze the 

optimum quantity of redundancy through which data are 

routed to a remote sink in the presence of unreliable and 

malicious nodes, so that the question success probability is 

maximized where as maximizing the HWSN lifetime.  

 

2.2. Proposed System: 
 

In planned System, the best communications vary and 

communication modes were derived to maximize the HWSN 

period of time. In intra-cluster planning and inter-cluster 

multi-hop routing schemes to maximize the network period 

of time. They thought of a hierarchic HWSN with CH nodes 

having larger energy and process capabilities than traditional 

SNs. Associates is developed as an improvement drawback 

to balance energy consumption across all nodes with their 

roles. In either work cited higher than, no thought was given 

to the existence of malicious nodes. A two-tier HWSN with 

the target of maximizing network period of time whereas 

fulfilling power management and coverage objectives. They 

determined the best density magnitude relation of the 2 tier’s 

nodes to maximize the system period of time. 

.  

 

3. MODULES DESCRIPTION 

3.1. Multipath routing: 

       One path reaching the sink node or base station will 

increase during this module, Multipath routing is taken into 

account an efficient mechanism for fault and intrusion 

tolerance to boost knowledge delivery in WSNs. the 

essential plan is that the likelihood of at least as we've a lot 

of methods doing knowledge delivery. Whereas most 

previous analysis targeted on exploitation multipath routing 

to boost responsibility, some attention has been paid to 

exploitation multipath routing to tolerate business executive 

attacks. These studies, however, mostly unnoticed the trade-

off between QoS gain vs. energy consumption which may 

adversely shorten the system time period. 

 

 
 

3.2.Intrusion Tolerance: 
 

In these Modules, intrusion tolerance through multipath 

routing, there are two major issues to solve:  

(1) How many paths to use and  

(2) What paths to use.  

Intrusion tolerance may be a fault-tolerant style approach 

to defensive data systems against malicious attack. 

Abandoning the traditional aim of preventing all intrusions, 

intrusion tolerance instead implies triggering mechanisms 

that forestall intrusions from resulting in a system security 

failure. 

 

    

 
 

 

 3.3.Energy Efficient: 
 

In this module, there are two approaches by that energy 

economical IDS may be enforced in WSNs. One approach 

particularly applicable to flat WSNs is for AN intermediate 

node to feedback spite and energy standing of its neighbor 

nodes to the sender node (e.g., the supply or sink node) 

WHO will then utilize the data to route packets to avoid 

nodes with unacceptable spite or energy standing. Another 
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approach that we tend to adopt during this paper is to use 

native host-based IDS for energy conservation. 

 

 

3.4.Simulation Process: 

 

In this module, the value of execution the dynamic 

redundancy management rule delineated higher than, as well 

as periodic bunch, periodic intrusion detection, and question 

process through multipath routing, in terms of energy 

consumption. 

    

4. IMPLEMENTATION IN ACTION 
 

 
                           Fig. 1:Client a receive datas 

 

 
                   Fig. 2:Server transfers  files 

 

 

 
                   Fig. 3: Router a forward datas 

 

 
 

             Fig.4: router transmission service 

 

 

5. CONCLUSION 
      The proposed hierarchical dynamic trust management 

protocol for cluster-based wireless sensor networks, 

considering two aspects of truthfulness, namely, social truth 

and QoS truth. The research work will include the 

development of a probability model utilizing various 

techniques to analyze the protocol performance, and valid 

subjective trust against objective trust obtained based on 

ground truth node status. Based on the protocol the algorithm 

for truth-based intrusion detection will be developing using 

weighted choice. The algorithm will identify the best way to 

form trust out of social and QoS trust properties (i.e., 

identifying weights to assign to individual trust properties) 

and to assign the minimum trust threshold, in order that the 

performance of trust-based intrusion detection is maximized, 

i.e., each false positives and false negatives are minimized. 

Also, the research will deal with the challenging issue of 

providing fault tolerance in wireless device networks. Firstly 

a new multipath sample for heterogeneous wireless sensor 

networks will be define and analyzes upon various 

parameters. Then, propose a new fault tolerant multipath 

routing protocol which discovers an important number of 

energy node disjoint paths with the slightest overhead of one 

message per node. Intensive simulations will be conducted 

to evaluate our protocol with different scenarios, sensor 

nodes densities and deployment strategies. 
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Abstract:  Road traffic accident in Nigeria is increasing at a worrying rate and has raised one of the country major concerns. We 

provided appropriate and suitable time series model for the consequences of road accident, the injured, killed and total casualty of the 

road accident in Nigeria. The most widely used conventional method, Autoregressive Integrated Moving Average (ARIMA) model of 

time series, also known as Box-Jenkins method is applied to yearly data on the consequences of road accident data in Nigeria from 

1960-2013 to determine patterns of road traffic accident consequences; injured, killed and total casualty of the road accident along the 

Nigeria motorway. Appropriate models are developed for the accident consequences; injured, killed and total casualty. ARIMA (0; 2; 

1) model is obtained for the injury and total casualty consequences, whilst ARIMA(1,2,2) model is obtained for the killed 

consequences, using the data from 1960-2011. The adequacy and the performance of the model are tested on the remaining data from 

2012 to 2013. Seven years forecast are provided using the developed models and showed that road traffic accident consequences 

examined; injured, killed and total casualty would continue to increase on average. 

 

Keywords: ARIMA; forecast; injured; killed; casualty 

 

1. INTRODUCTION 
Road Traffic Accident occurs when there is collision of 

vehicle with another vehicle, pedestrian and animals among 

other, which at times result in injury, loss of property and 

death. As mentioned in [11], road traffic accident leads to 

approximately two million killed and approximately ten 

million injuries annually. Also, an estimated value of 3000 

people die in the world as a result of road traffic accidents 

daily. A prediction of global leading causes of killed from 

2008 to 2030 by World Health Organization revealed that, if 

current trends and patterns continue, road traffic accidents 

will increase from ninth to fifth of world leading cause of 

killed 3.6% of global killed, up from 2.2% in 2004 [11]. 

While, disability-adjusted life years will rise from ninth with 

2.7% of total disability-adjusted life in 2004 to third and 4.9% 

of total disability-adjusted life in 2030 [10]. 

 

Nigeria, the most populous black country, has the highest rate 

of mortality from road accidents in the world according to 

statistics compiled by the Federal Road Safety Commission 

(FRSC). The country leads 43 other nations with killed in 

10,000 vehicle crashes. Ethiopia ranked second with 219 

killed per 10,000 vehicles while Malawi, took the third 

position and Ghana took the fourth position with 183 and 178 

killed respectively [1]. 

 

Road traffic accidents is one of the leading causes of death 

among older children and economically active adults between 

the ages 30 and 49 years ([8];[9]; [6]). Considering the 

importance of the road and the increased level of road traffic 

accidents in recent years along the Nigeria roads, this study 

aimed at characterizing the road traffic accident in Nigeria by 

providing appropriate models that explain the consequences of 

killed, injured and the total casualty from road accident in the 

country so as to provide an enabling base for the development 

of countermeasures by the government and the traffic control 

agents to reduce incidences of road traffic accident on the 

road. 

 

Time series analysis encompases methods for analyzing data 

ordered in time in order to develop appropriate model and 

other characteristics of the time ordered data. It is commonly 

used in the fields of business, economics, finance, agriculture 

among others, as appropriate tool for model building. It 

systematics examine the ordered data with the aim of studying 

dynamic regularities that may enable forecasting future or 

even controlling the variable, the forecast model will then be 

used to predict future values based on previously observed 

values. In theory, Auto-regressive Integrated Moving 

Averages ARIMA Models are the most universal class of 

models for forecasting a time series data. As proposed by Box 

and Jenkins, that in general, forecasting based on ARIMA 

models comprises of three different steps: Model 

Identification, Parameter estimation and Diagnostic checking. 

Until a desirable model for the data is identified, the three 

steps will be repeated [3]. The method of Box and Jenkins 

dictates an iterative process requiring a sound understanding 

of time series analysis technique, some degree of judgement 

and many rounds of trials [13]. 

 

Numerous works have been done on the analysis of Road 

accidents. [5] examined road accidents in Kuwait, he used an 

ARIMA model and compared it with ANN to predict killed in 

Kuwait, he concluded that ANN was better in case of long 

term series without seasonal fluctuations of accidents or 

autocorrelations’ components. [4] used Bayesian Model for 

ranking hazardous road sites, their model made use of all 

relevant information per accident location, including the total 

number of accidents and the number of killed, as well as the 

number of slight and serious injuries. Moreover, the model 

included the use of a cost function to rank the sites with 

respect to their total expected cost to society. 
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A procedure of Road Traffic Injury (RTI) in China by using 

RTI data from 1951 to 2003 was established by [12]. A series 

of predictive equations on RTI were established based on 

ARIMA models. They concluded that time series models thus 

established proves to be of significant usefulness in RTI 

prediction. Two time series techniques; ARMA and Holt-

Winters (HW) algorithm to predict annual motor vehicle crash 

killed were used by [7]. They concluded that the values 

predicted by ARMA models are a little bit higher than the 

ones obtained by HW algorithm. Intervention analysis with 

univariate Box-Jenkins method to identify whether a change 

in a particular policy had made an impact on the trends in 

killed and fatality rates in Illinois was used [2]. He developed 

ARIMA forecasting model for future trends in motorway 

killed in an effort to provide assistance to policy development 

in reducing fatality rates in Illinois. 

 

Time series analysis have been used in many fields of research 

and road safety is no exception. The results of this research 

would also add to the many research works carried out in road 

safety. 

 

2. MATERIALS AND METHODS 

Data used for the study is a secondary data, it was collected 

on yearly basis from the office of the Federal Road Safety 

Corps of Nigeria for the period 1960 to 2013. The data 

represents the total number of registered consequences of 

injuries, killed and total casualty for the period under study. 

The Box and Jenkins approach for time series analysis was 

employed for data analysis. According to Box and Jenkins, 

as mentioned above, the steps include, the identification of 

appropriate model for the data under study, estimation of 

model parameters, model diagnostic and adequacy checking 

and lastly, the model, if found appropriate would be used for 

forecasting. Data from 1960 to 2011 are used for models 

building, while, data from 2012 to 2013 are used for models 

validation and forecast values of the best models for the 

variables under study are obtained from 2014 to 2020. 

Meanwhile, It is worth mentioning here that because of the 

volume of the work, the best models out of several competing 

models that explain the variables under study are only 

included in the work. 

3. MODEL BUILDING 
The first step in model building is to obtain the time plot of 

the data. This will give us an insight of the behaviour of the 

series. Figures (1a, 1b, and 1c) show the time series plot of 

injuries consequences, killed consequences and total casualty 

from the total number of road accident in Nigeria. 

 

The plots exhibit upward and downward movement for all the 

three variables under study, with some significant upward and 

downward trends at some parts of the series. The mean and 

variance of the variables are not stable and varies with time. 

 

The autocorrelation function of the studied variables has 

shown in Figure (2a), Figure (2b) and Figure (3) describe the 

correlation between values of the studied variables at different 

points in time, as a function of the time difference. The first 

several autocorrelations are persistently large and trailed off to 

zero rather slowly for all the three variables and their spikes 

also went of the autocorrelations limit at lag 13 the variables 

under study. 

 

 

 

 

 

 

 

 

 

 

 

Figure 1a: Time Series Plot of Injured Victims from Road 

Accidents in Nigeria. 

 

 

 

 

 

 

 

 

 

 

 

Figure 1b: Time Series Plots of killed from Road Accidents in 

Nigeria. 

Figures 1c: Time Series Plot of Total Casualty from Road 

Accidents in Nigeria. 
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The Augmented Dickey Fuller test as given in Figures (4a and 

4b) and Figure (5) give a p-value of 0.91 for the injured  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2a: Correlogram Plot of the Injured Victims Nigeria 

 

 

Figure 2b: Correlogram Plot of the killed from Road 

Accidents in Nigeria 

 

 

Figure 3: Correlogram Plot of the Total Casualty from Road 

Accidents in Nigeria. 

 

 

 

 

 

 

 

Figure 4a: Unit Root Test of Injured consequences from Road 

Accidents in Nigeria.  

 

Figure 4b: Unit Root Test of killed from Road Accidents in 

Nigeria.  

victims, 0.6412 for the killed consequences and 0.8779 for the 

total casualty, these indicate the presence of unit roots for the 

series. All these aforementioned characteristics of the studied 

variables show that the series are not stationary, thus require 

differencing. 
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 Figure (5): Unit Root Test of total casualty from Road 

Accidents in Nigeria.  

Figures (6a, 6b, and 6c), show the second difference of the 

studied variables, the series look more stable around the 

mean, which shows that the variables are now stationary. All 

the three variables become stationary after taken second non-

seasonal difference 

 

 

 

 

 

 

distinguishing source code text. If Times Roman is not 

available, try the font named Computer Modern Roman. On a 

Macintosh, use the font named Times.  Right margins should 

be justified, not ragged.  

Figure 6a: Time Series Plot of the Second Difference for the 

Injured Victims consequences of Road Accidents. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6b: Time Series Plot of the Second Difference for the 

killed consequences of Road Accidents. 

 

 

Figure 6c: Time Series Plot of the Second Difference for the 

Injured Victims, killed and Total Casualty consequences of 

Road Accidents. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 7a: Correlogram Plot of the Second Difference for the 

Injured Victims consequences of Road Accidents. 
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Figure 7b: Correlogram Plots of the Second Difference for the 

killed consequences of Road Accidents. 

 

Figure 7c: Correlogram Plots of the Second Difference for the 

Total Casualty consequences of Road Accidents. 

The autocorrelation functions of the second difference for the 

studied variables, has shown in Figures (7a, 7b, and 7c), also 

confirm that the second difference are now stationary. Also, 

the Augmented Dickey Fuller test as given in Figures (8a, 8b, 

and 8c) gave a p-value of 0.000 for the Injured victims, 0.0004 

for the killed consequences and 0.000 for the total casualty, 

these also indicate the absence of unit roots in the series, 

which confirm that the second differenced series are 

stationary. 

 

 

 

 

 

 

Figure 8a: Unit Root Test for the Second Difference for the 

Injured Victims consequences of Road Accidents. 

 

 

Figure 8b: Unit Root Tests for the Second Difference for the 

killed consequences of Road Accidents. 

 

 

Figure 8c: Unit Root Tests for the Second Difference for the 

Total Casualty consequences of Road Accidents. 

 

By comparing the autocorrelations functions with their error 

limits, the only significant autocorrelations are at lag 1 for all 

the three variables, that is, the autocorrelations cut off after 

lag one which shows the existence of MA(1) behavior. 

Similarly, the partial autocorrelations also cut off after lag one 

for the injured consequences and total casualty, this indicates 

the existence of AR(1) for the two variables (that is, injured 

consequences and total casualty). Meanwhile, the partial 

autocorrelation cuts off after lag two for the killed 

consequences, which shows the existence of AR(1) and AR(2) 

for the variable. Based on the features of the correlogram 

plots of the stationary series, the following model in Figure 

(1), are suggested. 

 

 

Table 1: Suggested Models Based on the Correlogram Plots 

Injured Victims killed Total Casualty 

ARIMA(0,2,1) ARIMA(0,2,2) ARIMA(0,2,1) 

ARIMA(1,2,0) ARIMA(1,2,2) ARIMA(1,2,0) 

ARIMA(1,2,1) ARIMA(1,2,3) ARIMA(1,2,1) 
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Each of the model is assessed based on its parameter 

estimates, the corresponding diagnostics of the residuals, the 

AIC and SIC in order to select the best model for forecasting 

into the future. Meanwhile, out of all the competing models 

that explain the variable of interest, the best models are; 

ARIMA(0,2,1) for the Injured Victims consequences, 

ARIMA(1,2,2) for killed consequences and ARIMA(0,2,1) for 

the total casualty. The models are given in Figures (9a, 9b, 

and 10). 

Time Series Models for the Injured Victims, killed and 

Total Casualty consequences of Road Accidents are given in 

Figures (9a, 9b, and 10), the models coefficients are 

significant and all the inverted AR roots satisfy the minimum 

stationarity condition, the invertibility condition of MA is 

satisfied and also. Also, the Durbin-Watson statistics is not far  

from 2, which implies that there is no serial correlation in the 

model residual, that is the model residual is not forecastable. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 9a: Time Series Models for the Injured Victims 

consequences of Road Accidents. 

 

Figure 9b: Time Series Models for the killed consequences of 

Road Accidents. 

Figure 10: Time Series Models for the consequences of Road 

Accidents 

Also, all the Q-Stat of the correlogram plot of models 

residuals are greater than 0.05 for the lags as given in Figures 

(11a and 11b) and Figure (12), these imply that the model 

residuals are White-Noise, that is adjacent observations are 

not related (random) and which support the fact that the 

models may be the appropriate models for the observed time 

series. 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 11a: Correlogram Plot of the Residuals for the Injured 

Victims killed of Road Accidents. 
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Figure 11b: Correlogram Plot of the Residuals for the killed of 

Road Accidents. 

 

 

Figure 12: Correlogram Plot of the Total Casualty 

consequences of Road Accidents. 

Figure 13a: Unit Root Test for the Injured Victims 

consequences of Road Accidents. 

 

 

 

 

 

 

 

 

 

Figure 13b: Unit Root Test for the killed consequences of 

Road Accidents. 

 

 

Figure 13c: Unit Root Test for the Total Casualty 

consequences of Road Accidents. 

 

The unit roots tests of the models as given in Figures (13a, 

13b, and 13c), show that the inverse roots of the models are 

within a unit circle, which confirmed that the models in 

Figures (9a, and 9b) and Figure (10) are stationary and 

invertible. Thus, the models can be written as general linear 

form 

 

 

 

 

 

 

 

 

 

 

Figure 14a: Residual Plot for the Injured Victims 

consequences of Road Accidents. 
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Figure 14b: Residual Plot for the killed consequences of Road 

Accidents. 

 

 

Figure 14c: Residual Plot for the Total Casualty consequences 

of Road Accidents. 

 

The residual plots of the models as shown in Figures (14a, 

14b, and 14c), also confirm that the models residuals are 

random and non-forecastable, which implies that the models 

are good. 

Figures (15a, 15b, and 15c) gives the visual representation of 

the original Injured consequences, killed consequences and 

the Total casualty consequences, the data (blue line) and 

confidence interval (red 

 

Figure 15a: In-sample Forecast Graph for the Injured cases. 

 

 

 

 

 

 

 

 

 

 

 

Figure 15b: In-sample Forecast Graph for the killed cases. 

 

 

Figure 15c: In-sample Forecast Graph for the Total Casualties. 

 
lines). The in-sample forecasts for the models fall within the 

95% confidence Interval. Figures (16a, 16b, and 17) give the 

in-sample models evaluations, the bias proportion and 

variance proportion, which are used to check how far is the 

forecast mean from the mean of the actual series and how far 

is the forecast variance from the variance of the actual series 

respectively are very close to zero and comparatively much 

lower than the covariance proportion which measure the 

remaining systematic forecast error. Note, the sum of the bias 

proportion, variance proportion and the covariance proportion 

is 1. 

 

 

 

 

 

 

 

Figure 16a: In-sample Forecast Evaluation for the Injured 

cases. 
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Figure 16b: In-sample Forecast Evaluation for the killed 

cases. 

 

Figure 17: In-sample Forecast Evaluation for the 

Total Casualties 
 

3.1 MODEL VALIDATION 
 

Table 2: Validation Table for ARIMA(0,2,1) Model of Injured 

consequences. 

Year 
Injured 

consequences 
Forecast % Variation 

2012 39348 42213.26 7.28% 

2013 40057 43261.51 7.99% 

 

After determining the best-fit model for the series and 

estimating related parameters, the third phase of Box-Jenkins 

fitting model was evaluated for series prediction. Using the 

ARIMA (0,2,1) model, the model predicted that in 2012 an 

approximately 42213.26 Injure consequences, this gives 

7.28% percentage increase when compared with the real value 

of 39348 Injured consequences. Also, the model predicted that 

in 2013 an approximately 43261.51 Injure consequences, this 

gives 7.99% percentage increament when compared with the 

real value of 40057 Injured consequences as given in Table 

(2). 

Table 3: Validation Table for ARIMA(1,2,2) Model of Killed 

consequences. 

Year 
killed 

consequences 
Forecast % Variation 

2012 6092 6046.28 -0.75% 

2013 6544 6236.27 -4.702% 

 

Also, Table (3) gives the model validation for ARIMA (1,2,2) 

model. The model predicted that in 2012 an approximately 

6046.28 killed consequences of accident, this gives 0.75% 

percentage decrease when compared with the real value of 

6092 killed consequences. Also, the model predicted that in 

2013 an approximately 6236.27 killed consequences, this 

gives 4.702% percentage decrease when compared with the 

real value of 6544 killed consequences.  

 

Table 4: Validation Table for ARIMA(0,2,1) Model of Total 

Casualty. 

 

 

Lastly, Table (4) gives the model validation for ARIMA 

(0,2,1) model. The model predicted that in 2012 an 

approximately 46504.31 Total casualty consequences of 

accident, this gives 2.34% percentage increase when 

compared with the real value of 4544 total casualty 

consequences. Also, the model predicted that in 2013 an 

approximately 46838.61 total casualty consequences, this 

gives 0.51% percentage increase when compared with the real 

value of 46601 killed consequences. 

 

 

 

 

Year 
Total 

Casualy 
Forecast % Variation 

2012 45440 46504.31 2.34% 

2013 46601 46838.61 0.51% 
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3.2 Models Forecasting 
 

Table 5: Forecast Table for ARIMA(0,2,1) Model of Injured 

consequences. 

 

Table 6: Forecast Table for ARIMA(1,2,2) Model of killed 

consequences. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 7: Forecast Table for ARIMA(0,2,1) Model of Total 

Casualty consequences. 

Year 

Lower 

Control 

Limit 

Forecast 

Upper 

Control 

Limit 

2014 32833.4 47415.9 61998.3 

2015 30053.2 47145.8 64238.5 

2016 27649.7 46679.6 65709.6 

2017 26135.3 46897.7 67660.1 

2018 24745.0 47274.3 69803.6 

2019 22911.4 47098.1 71284.9 

2020 21177.0 46794.0 72410.9 

 

 

 

 

 

 

 

 

 

Figure 18a: Forecast Plot for the Injured cases. 

 

Figure 18b: Forecast Plot for the killed cases. 

 

Year 

Lower 

Control 

Limit 

Forecast 

Upper 

Control 

Limit 

2014 31660.6 44309.8 56959.2 

2015 30375.7 45358.1 60340.4 

2016 29235.8 46406.3 63576.8 

2017 28186.1 47454.5 66722.9 

2018 27195.4 48502.8 69810.2 

2019 26243.8 49551.1 72858.3 

2020 25318.2 50599.3 75880.4 

Year 

Lower 

Control 

Limit 

Forecast 

Upper 

Control 

Limit 

2014 2775.5 6261.7 9747.9 

2015 2299.2 6424.1 10549.0 

2016 1853.8 6472.4 11091.0 

2017 1481.3 6615.8 11750.2 

2018 1107.5 6680.0 12252.5 

2019 785.5 6810.1 12834.6 

2020 455.6 6885.4 13315.2 

http://www.ijcat.com/


International Journal of Computer Applications Technology and Research 

Volume 4– Issue 4, 262 - 273, 2015, ISSN:- 2319–8656 

www.ijcat.com  272 

 

Figure 18c: Forecast Plot for the Total Casualties. 

3.3 General Difference Form of the 

Models. 
The general difference of ARIMA (0,2,1); Injured 

consequences is given as, 

 Yt = 2Yt−1 − Yt−2 + et − θ1et−1, 

Yt = 2Yt−1 − Yt−2 + et − θ1et−1. 

Substituting the value θ as given in Figure (9a), then the 

model for the Injured consequences becomes, 

Yt = 2Yt−1 − Yt−2 + et + 0.954388et−1. 

 

Also, the general difference of ARIMA (1,2,2); killed 

consequences is given as, 

Yt = 2Yt−1 − Yt−2 + ψ1(Yt−1 − 2Yt−2 + Yt−3) + et − θ1et−1 − 

θ2et−2, 

but θ1 = 0,  

Yt = (2 + ψ1)Yt−1 − (1 + 2ψ1)Yt−2 + ψ1Yt−3 + et − θ2et−2. 

Substituting the values of ψ and θ as given in Figure (9b), then 

the model for the killed consequences becomes, 

Yt = 1.167534Yt−1 + 0.66492Yt−2 − 0.832466Yt−3 + et + 

0.968707et−2. 

 

Lastly, the general difference of ARIMA (0,2,1); total casualty 

consequences is given as, 

Yt = 2Yt−1 − Yt−2 + et − θ1et−1, 

Yt = 2Yt−1 − Yt−2 + et − θ1et−1, 

Substituting the value θ as given in Figure (10), then the 

model for the total casualty consequences becomes, 

Yt = 2Yt−1 − Yt−2 + et + 0.959777et−1. 

 

4. Discussion 

Road traffic accident in Nigeria is increasing at a worrying 

and alarming rate and has raised one of the country major 

concerns. Federal Road Safety Corps of Nigeria recognizes 

the negative impacts of road safety accident and has 

commended the positive contribution of road safety researches 

as necessary tools to have significant accident initiatives. The 

paper was carried out in order to identify the patterns of road 

traffic accident consequences; injured, killed and total 

casualty by developing appropriate time series ARIMA 

models and predict 7 years consequences of road traffic 

accident; injured, killed and total casualty along the Nigeria 

motorway. 

 

Time series analysis of the data from the years 1960-2013 

showed that patterns of road traffic accident consequence; 

injured; killed and total casualty are increasing along the 

Nigeria motorway. The most widely used conventional 

method of time series known as Autoregressive Integrated 

Moving Average (ARIMA) model was applied to the annual- 

consequence of road accident data in Nigeria from 1960-2013 

to determine patterns of road traffic accident consequences; 

injured, killed and total casualty of the road accident along the 

Nigeria motorway. After identifying various tentative models 

the appropriate models for the accident consequences; injured, 

killed and total casualty. ARIMA (0,2,1) model was found to 

be suitable model for the injury and total casualty 

consequences, whilst ARIMA(1,2,2) model was found to be 

suitable model for the killed consequences using the data from 

1960-2011. The adequacy and performance of the model were 

tested on the remaining data from 2012 to 2013. 

 

We provided 7 years forecasts of the consequences of road 

accident using the models developed and they showed that, 

road traffic accident consequences examined; injured, killed 

and total casualty will continue to increase. The study also 

revealed that road traffic accident cases; injured and killed 

along the motorway would continue to increase over the next 

7 years. This study has provided reliable and genuine 

information that could be useful for determining road accident 

rate on Nigeria motorway and provide necessary prevention 

for the unwanted act. The study will also be used for 

providing important information in raising the level of 

awareness among stakeholders in road safety, since the 

problem has become a growing rife in Nigeria and also, be 

useful in setting priorities when planning road traffic accident 

interventions. Most Importantly, this study will provide 

expected benefit to the road users, Federal Road Safety Corps, 

researchers and other stakeholders in understanding the future 

rate of the consequences of road accident. 

 

 

5. RECOMMENDATION 
 
We have derived appropriate ARIMA Models that explain the 

behaviour and also the future patterns of the consequences of 

Road Accident along motor highway in Nigeria. Meanwhile, 

caution should be exercise in using the model, as it should not 

be used beyond the forecasted period, this is mainly because 

long time forecast may give arbitrary large forecast. Also, 

appropriate laws should be made to caution drivers that over-

speed beyond the standard. Strict laws should be made to 

enforce the use of seat-belt among the driver and also, the 

passenger sitting in the front seat. This if enforced may reduce 

the critical state of the accident. 

 

The Federal Road Safety Corp (FRSC) and all the 

stakeholders in charge of motorway in Nigeria should ensure 

proper maintenance of the motorway, it should be maintained 

in terms of the use of appropriate materials for patching pot 

holes, provision of street lights to aid visibility in the night, 

installation of traffic lights at new intersections created along 

the road. Also, proper education should be made known to the 

drivers on how to overtake on the motorway. 
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Appropriate training and retraining of drivers should be 

encourage towards reducing the carnage on over roads this 

will greatly reduce the rate of road traffic accident in the 

country. Road signals and signs that guide and instruct the 

drivers on what is happening in some kilometers ahead should 

always be made available on the motorway. Drivers should be 
discourage from receiving or making calls while driving. 
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Abstract—The technique of k-anonymization has been proposed in the literature as an alternative way to release public information, 

while ensuring both data privacy and data confidentiality.  “X” owns a k-anonymous database and needs to determine whether “X” 

database, when inserted with a tuple owned by “Y”, is still k-anonymous. Clearly, allowing “X” to directly read the contents of the tuple 

breaks the privacy of “Y”. In this place,”Y” not get the privacy of own information because the information of “Y” can be accessed by 

“X” without the prior knowledge of “Y”. On the other hand, the confidentiality of the database managed by “X” is violated once “Y” 

has access to the contents of database. Thus, the problem is to check whether the database inserted with the tuple is still k-anonymous, 

without letting “X” and “Y” knows the contents of the tuple and database respectively. In this paper, we propose two protocols solving 

this problem that is suppression-Based & Generalization-Based k-anonymous and confidential databases using through prototype 

architecture. And also those two protocols maintain privacy and confidential information in k-anonymous database. 

 

Keywords — Confidentiality, Anonymity, Privacy, Secure Computation. 

 

 

1. INTRODUCTION 

TODAY’S globally networked society places great demand on the 

collection and sharing of person-specific data for many new uses 

[1]. This happens at a time when more and more historically public 

information is also electronically available. When these data are 

linked together, they provide an electronic image of a person that is 

as identifying and personal as a fingerprint even when the 

information contains no explicit identifiers, such as name and phone 

number. Other distinctive data, such as birth date and postal code, 

often combine uniquely[2] and can be linked to publicly available 

information to re-identify individuals. Data confidentiality is 

particularly relevant because of the value, often not only monetary, 

that data have. For example, medical data collected by following the 

history of patients over several years may represent an invaluable 

asset that needs to be adequately protected. Such a requirement has 

motivated a large variety of approaches aiming at better protecting 

data confidentiality and data ownership. Relevant approaches 

include query processing techniques for encrypted data and data 

watermarking techniques.  

Data confidentiality is not, however, the only requirement that 

needs to be addressed. Today there is an increased concern for 

privacy. The availability of huge numbers of databases recording a  

large variety of information about individuals makes it possible to 

discover information about specific individuals by simply 

correlating all the available databases. Although confidentiality and 

privacy are often used as synonyms, they are different concepts: 

data confidentiality is about the difficulty by an unauthorized user to 

learn anything about data stored in the database. Usually, 

confidentiality is achieved by enforcing an access policy, or 

possibly by using some cryptographic tools. Privacy relates to what 

data can be safely disclosed without leaking sensitive information 

regarding the legitimate owner [5]. 

 

 

 

 

 

 

To better understand the difference between confidentiality and 

anonymity, consider the case of a medical facility connected with a 

research institution. Suppose that all patients treated at the facility 

are asked before leaving the facility to donate their personal health 

care records and medical histories to the research institution, which 

collects the records in a research database. To guarantee the 

maximum privacy to each patient, the medical facility only sends to 

the research database an anonymized version of the patient record. 

Once this anonymized record is stored in the research database, the 

non anonymized version of the record is removed from the system 

of the medical facility. 

Thus, the research database used by the researchers is 

anonymous.  Suppose that certain data concerning patients are 

related to the use of a drug over a period of four years and certain 

side effects have been observed and recorded by the researchers in 

the research database. It is clear that these data (even if anonymized) 

need to be kept confidential and accessible only to the few 

researchers of the institution working on this project, until further 

evidence is found about the drug. If these anonymous data were to 

be disclosed, privacy of the patients would not be at risk; however 

the company manufacturing the drug may be adversely affected. 

Recently, techniques addressing the problem of privacy via data 

anonymization have been developed, thus making it more difficult 

to link sensitive information to specific individuals. 

Anonymizing and Confidential Databases for Privacy Protection 

Using Suppression and Generalization Based Protocols 
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Figure 1: Anonymous Database 

 

One well-known technique is k-anonymization. Such technique 

protects privacy by modifying the data so that the probability of 

linking a given data value, for example a given disease, to a specific 

individual is very small. So far, the problems of data confidentiality 

and anonymization have been considered separately. However, a 

relevant problem arises when data stored in a confidential, 

anonymity-preserving database need to be updated. The operation of 

updating such a database, e.g., by inserting a tuple containing 

information about a given individual, introduces two problems 

concerning both the anonymity and confidentiality of the data stored 

in the database and the privacy of the individual to whom the data to 

be inserted are related: 1) Is the updated database still privacy 

preserving? and 2) Does the database owner need to know the data 

to be inserted? Clearly, the two problems are related in the sense 

that they can be combined into the following problem: can the 

database owner decide if the updated database still preserves 

privacy of individuals without directly knowing the new data to be 

inserted? The answer we give in this work is affirmative. It is 

important to note that assuring that a database maintains the privacy 

of individuals to whom data are referred is often of interest not only 

to these individuals, but also to the organization owning the 

database. Because of current regulations, like HIPA organizations 

collecting data about individuals are under the obligation of assuring 

individual privacy. It is thus, in their interest to check the data that 

are entered in their databases do not violate privacy, and to perform 

such verification without seeing any sensitive data of an individual. 

1.1 Problem Statement 

Figure.1 captures the main participating parties in our application 

domain. We assume that the information concerning a single patient 

(or data provider) is stored in a single tuple, and DB is kept 

confidentially at the server. The users in Figure.1 can be treated as 

medical researchers who have the access to DB. Since DB is 

anonymous, the data provider’s privacy is protected from these 

researchers. As mentioned before, since DB contains privacy-

sensitive data, one main concern is to protect the privacy of patients. 

Such task is guaranteed through the use of anonymization. 

Intuitively, if the database DB is anonymous, it is not possible to 

infer the patients’ identities from the information contained in DB. 

This is achieved by blending information about patients.  Suppose 

now that a new patient has to be treated. Obviously, this means that 

the database has to be updated in order to store the tuple t containing 

the medical data of this patient. 

The modification of the anonymous database DB can be naively 

performed as follows: the party who is managing the database or the 

server simply checks whether the updated database DB is still 

anonymous. Under this approach, the entire tuple t has to be 

revealed to the party managing the database server, thus violating 

the privacy of the patient. Another possibility would be to make 

available the entire database to the patient so that the patient can 

verify by himself/herself if the insertion of his/her data violates 

his/her own privacy. This approach however, requires making 

available the entire database to the patient thus violating data 

confidentiality. In order to devise a suitable solution, several 

problems need to be addressed: Problem 1: without revealing the 

contents of t and DB, how to preserve data integrity by establishing 

the anonymity of DB.  Problem 2: once such anonymity is 

established, how to perform this update? Problem3: what can be 

done if database anonymity is not preserved? Finally, problem 4: 

what is the initial content of the database, when no data about users 

has been inserted yet? In this paper, we propose two protocols 

solving Problem 1, which is the central problem addressed by our 

paper. However, because the other problems are crucial from a more 

practical point of view. An approach that can be used is based on 

techniques for user anonymous authentication and credential 

verification [20]. The above discussion illustrates that the problem 

of anonymous updates to confidential databases is complex and 

requires the combination of several techniques, some of which are 

proposed for the first time in this paper. Figure.1 summarizes the 

various phases of a comprehensive approach to the problem of 

anonymous updates to confidential databases. 

1.2 Proposed Solutions 

All protocols we propose to solve Problem 1 rely on the fact that 

the anonymity of DB is not affected by inserting t if the information 

contained in t, properly anonymized, and is already contained in 

DB. Then, Problem 1 is equivalent to privately checking whether 

there is a match between (a properly anonymized version of) t and 

(at least) one tuple contained in DB. The first protocol is aimed at 

suppression-based anonymous databases, and it allows the owner of 

DB to properly anonymize the tuple t, without gaining any useful 

knowledge on its contents and without having to send to t’s owner 

newly generated data. To achieve such goal, the parties secure their 

messages by encrypting them. In order to perform the privacy-

preserving verification of the database anonymity upon the 

insertion, the parties use a commutative and homomorphic 

encryption scheme. The second protocol is aimed at generalization-

based anonymous databases, and it relies on a secure set intersection 

protocol, such as the one found in [3], to support privacy-preserving 

updates on a generalization-based k-anonymous DB. 

2. RELATED WORK 

A preliminary approach to this problem was investigated in [33]. 

However, these protocols have some serious limitations, in that they 

do not support generalization-based updates, which is the main 

strategy adopted for data anonymization. Therefore, if the database 

is not anonymous with respect to a tuple to be inserted, the insertion 

cannot be performed. In addition one of the protocols is extremely 

inefficient. In the current paper, we present two efficient protocols, 

one of which also supports the private update of a generalization 
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based anonymous database. We also provide security proofs and 

experimental results for both protocols. So far no experimental 

results had been reported concerning such type of protocols; our 

results show that both protocols perform very efficiently. 

The first research direction deals with algorithms for database 

anonymization. The idea of protecting databases through data 

suppression has been extensively investigated in the area of 

statistical databases [1]. The problem of protecting the privacy of 

time varying data have recently spurred an intense research activity 

which can be roughly divided into two broad groups depending on 

whether data are continuously released in a stream and anonymized 

in an online fashion, or data are produced in different releases and 

subsequently anonymized in order to prevent correlations among 

different releases. The second research direction is related to Secure 

Multiparty Computation (SMC) techniques. SMC represents an 

important class of techniques widely investigated in the area of 

cryptography. The third research direction is related to the area of 

private information retrieval, which can be seen as an application of 

the secure multiparty computation techniques to the area of data 

management. Here, the focus is to devise efficient techniques for 

posing expressive queries over a database without letting the 

database know the actual queries [10]. Thus, the goal is to protect 

data confidentiality from the external entities managing the data; 

however, data are fully available to the clients, which is not the case 

under our approach. 

3. BASIC DEFINITIONS AND PRIMITIVES 

3.1 Anonymity Definition: When using a suppression-based 

anonymization method, we mask with the special value ∂, the 

value deployed by Alice for the anonymization. When using a 

generalization-based anonymization method, original values are 

replaced by more general ones, according to a priori established 

value generalization hierarchies The information age has witnessed 

a huge growth in the amount of personal data that can be collected 

and analyzed. This has led to an increasing use of data mining 

tools with the basic goal of inferring trends in order to predict the 

future. However, this goal conflicts with the desire for privacy of 

personal data. In many scenarios, access to large amounts of 

personal data is essential in order for accurate inferences to be 

drawn. We adopt the following notations thereafter: 

 
TABLE.1. Original Data Set 

 

 
TABLE 2.Suppressed with K=2 

 

. Quasi-Identifier (QI): A set of attributes that can be used with 

certain external information to identify a specific individual. 

 

. T½QI_: T½QI_ is the projection of T to the set of     attributes 

contained in QI. 

 

Definition 3.1. T½QI_ satisfies k-anonymity if and only if each 

record in it appears at least k times [32]. 

3.2.Cryptographic Primitives 

A commutative, product-homomorphic encryption scheme 

ensures that the order in which encryptions are performed is 

irrelevant (commutativity) and it allows to consistently performing 

arithmetic operations over encrypted data (homomorphic property). 

Further, for the security proofs we require that the encryption 

scheme E satisfies the in distinguishability property. We extend the 

definition of commutative, indistinguishable encryption scheme 

presented in [3], in order to obtain an encryption scheme which also 

product-homomorphic. Given a finite set K of keys and a finite 

domain D, a commutative, product homomorphic encryption 

scheme E is a polynomial time computable function E : K X D→D 

satisfying the following properties: 

1.Commutativity. 

 For all key pairs K1,K2€K andvalue d € D, the following equality 

holds: 

 

EK1(EK2(d)) =  EK2(EK1(d))(1) 

 

2. Product-homomorphism. 

For every K € K and everyvalue pairs d1,d2 € D, the following 

equality holds: 

 

Ek(d1) . EK(d2) = EK(d1. d2)(2) 

3. Indistinguishability 

It is infeasible to distinguish an encryption from a randomly 

chosen value in the same domain and having the same length. In 

otherwords, it is infeasible for an adversary, with finite 

computational capability, to extract information about a plain text 

from the cipher text. 
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Figure. 2. Value Generalization Hierarchies. 

 
 

TABLE 3: Generalized with K=2 

4. PRIVATE UPDATE BASED ON 

SUPPRESSION BASED PROTOCOLS 

The idea of suppressing an attribute is a simple concept. A value 

is replaced by a less specific, more general value that is faithful to 

the original. In a classical relational database system, domains are 

used to describe the set of values that attributes assume. For 

example, there might be a ZIP domain, a number domain and a 

string domain. In the original database, where every value is as 

specific as possible, every attribute is considered to be in a ground 

domain. In this section, we assume that the database is anonymized 

using a suppression-based method. Note that our protocols are not 

required to further improve the privacy of users other than that 

provided by the fact that the updated database is still k-

anonymous.It allows the owner of DB to properly anonymized the 

tuple t, without gaining any useful knowledge on its contents and 

without having to send to t’s owner newly generated data. To 

achieve such goal, the parties secure their messages by encrypting 

them. In order to perform the privacy-preserving verification of the 

database anonymity upon the insertion, the parties use a 

commutative and homomorphic encryption scheme. 

Suppose that X owns a k-anonymous table T over the QI 

attributes. X has to decide whether T U t, where t is a tuple owned 

by Y is still k-anonymous, without directly knowing the values in 

t(assuming t and T have the same schema). This problem amounts to 

decide whether t matches any tuple in T on thenon-suppressed QI 

attributes. If this is the case, then t,properly anonymized, can be 

inserted into T. Otherwise, the insertion of t into T is rejected. A 

solution that addresses such drawback is based on the following 

protocol. Assume, X and Y agree on acommutative and product-

homomorphic encryption scheme. Unless otherwise stated, the term 

data refers to person-specific information that is conceptually 

organized as a table of rows (or records) and columns (orfields). 

Each row is termed a tuple. Tuples within a table are not necessarily 

unique. Each column is called an attribute and denotes a semantic 

category of information that is a set of possible values; therefore, an 

attribute is also a domain. Attributes within a table are unique. So by 

observing a table, each row is an ordered n-tuple of values <d1, d2, 

…, dn> such that each value djis in the domain of the j-th column, 

for j=1, 2, …, n where n is the number of columns. 

Protocol 4.1 

1.  X codes his tuple ∂i into c([v’1…….v’t]), denoted asC(∂i). 

Then, X encrypts c(∂i)with his private key and sends EA(c(∂i))to Y. 

2. Y individually codes each attribute value in t to get the tuple of 

coded values [c(v1) . . .  c(vu)] encrypt search coding and EA(c(∂i)) 

with his key B and sends (i) 

[EB(c(v1)) . . .  EB(c(vu))], and (ii) EB(EA(c(∂i))) to X. 

3. Since E is a commutative encryption scheme, 

EB(EA(c(∂i))) = EA(EB(c(∂i))), 

 X decrypts EA(EB(c(∂i))) to obtain EB(c(∂i)) 

4. Since the encrypted values sent by Y are ordered according to 

the ordering of the attributes in T(assume this is a public 

information known to both X and Y), X knows which are, among 

the encrypted values sent by Y, the one corresponding to the 

suppressed and non suppressed QI attributes. Thus, X computes 

EB(c(v1)) X . . . X EB(c(vs)) (5) 

where v1 . . .  vs are the values of nonsuppressed attributes contained 

in tuple t. As already mentioned, E is a product-homomorphic 

encryption scheme. Based also on the definition of function c(∂), 

this implies that Expression 5 is equal to 

EB(c([v1 . . .  vs])) ( 6) 

5. X checks whether 

EB(c([v1 . . .  vs])) = EB(c([v1…v0])) 

If true, t (properly anonymized) can be inserted to table T. 

Otherwise, when inserted to T, t breaks k-anonymity. 

5. PRIVATE UPDATE USING 

GENERALIZATION BASED 
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CONFIDENTIAL AND ANONYMOUS 

DATA 

The idea is that there are some numbers of records in T that can 

be considered outliers. For this reason, up to a certain number of 

records (the maximum suppression threshold) may be completely 

excluded from V. Under this combined scheme, V is obtained 

through full-domain generalization, with selected outlier tuples 

removed entirely. For any anonymization mechanism, it is desirable 

to some notion of minimality. Intuitively, a k-anonymization should 

not generalize, suppress, or distort the data more than is necessary to 

achieve k-anonymity. Indeed, there are a number of ways to 

minimality. One notion of minimal full-domain generalization using 

the distance vector of the domain generalization. Informally, this 

definition says that a full-domain generalization V is minimal if V is 

k-anonymous, and the height of the resulting generalization is less 

than or equal to that of any other k-anonymous full-domain 

generalization. 

In this section, we assume that the table T is anonymized using a 

generalization-based method; let T1. . . . .Tu be udisjoint VGHs 

corresponding to A1…..Au€ At
anon known to X. Let ∂ € T, and let 

GetSpec(∂[A1 . . .Au],T1 . . .  Tu) (GetSpec(∂) for short) denote a 

function which returns a set ᵧ of specific values (values at the 

bottom of a VGH)related to each attribute Ai€At
anon such that every 

value in ᵧ can be generalized to ∂[Ai] for some i according to Ti. For 

example, let T refer to Table 4 and At
anon={AREA,POSITION, 

SALARY}. If T= [Operating Systems, Research Assistant, [11k, 

30k]], then based on the VGHs (presented in Figure. 2) GetSpec(T) 

= {Distributed Systems, Handheld Systems, Research Assistant, 

$15,000, $17,000, $15,500}. 

Protocol 5.1 

1. X randomly chooses a ∂ € Tw. 

2. Y compute  ᵞ = GetSpec(∂). 

3. X and Y collaboratively compute s = SSI(ᵞ, T). 

4. If s = u then t’s generalized form can be safely insertedto T. 

5. Otherwise, X computes Tw←Tw– {∂} and repeatthe above 

procedures until either s = u or Tu = ¥ 

5.1 Security Analysis 
The security of Protocol 5.1 depends on that of the SSI protocol, 

and detailed security analyses of SSI can be found in [3], [13]. The 

SSI protocol presented in [3] is easy to implement and efficient to 

perform. Although the protocol leaks the intersection size between ᵞ 

and T to the participating parties, it does provide sufficient privacy 

protection in our application. In case this linkage of intersection 

sizes is not acceptable, we can adopt one variation of the SSI 

protocol presented in [13]. We can make the protocol only return 

whether or not acceptable without disclosing the intersection size. 

Under the context of Secure Multiparty Computation, this variation 

of SSI does not leak any information that cannot be inferred from 

the final result and the private input data. Thus, using SSI proposed 

in [13], Protocol 5.1 can achieve very high security. 

6. ARCHITECTURAL DESIGN 

Our prototype of a Private Checker (that is, X) is composed by 

the following modules: a crypto module that is in charge of 

encrypting all the tuples exchanged between an user (that is, Y) and 

the Private Updater, using the techniques and a checker module that 

performs all the controls, as prescribed by Protocols 4.1 and 5.1; a 

loader module that reads chunks of anonymized tuples from the k-

anonymous DB. The chunk size is fixed in order to minimize the 

network overload. In Figure. 3 such modules are represented along 

with labelled arrows denoting what information are exchanged 

among them. Note that the functionality provided by the Private 

Checker prototype regards the check on whether the tuple insertion 

into the k-anonymous DB is possible. We do not address the issue 

of actually inserting a properly anonymized version of the tuple. 

The information flow across the above mentioned modules is as 

follows: after an initial setup phase in which the user and the Private 

Checker prototype exchange public values for correctly performing 

the subsequent cryptographic operations, the user sends the 

encryption E(c(∂i)) of her/his tuple to the Private Checker; the 

loader module reads from the k-anonymous DB the first chunk of 

tuples to be checked with E(c(∂i)). Such tuples are then encrypted 

by the crypto module. 

 
  

Figure. 3. Prototype architecture overview. 

7. CONCLUSION / FUTURE WORK 

In this paper, we have presented two secure protocols for 

privately checking whether k-anonymous database retains its 

anonymity once a new tuple is being inserted to it. Since the 

proposed protocols ensure the updated database remains k-

anonymous, the results returned from a user’s (or a medical 

researcher’s) query are also k-anonymous. Thus, the patient or the 

data provider’s privacy cannot be violated from any query. As long 

as the database is updated properly using the proposed protocols, 

the user queries under our application domain are always privacy-

preserving. In order for a database system to effectively perform 

privacy preserving updates to a k-anonymous table, Protocols 4.1 

and 5.1 are necessary but clearly not sufficient. As already 

mentioned in Section 1, other important issues are to be addressed: 

1. The definition of a mechanism for actually performing the 

update, once k-anonymity has been verified. 
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2. The specification of the actions to take in case Protocols 4.1 or 5.1 

yield a negative answer. 

3. How to initially populate an empty table. 

4. The integration with a privacy-preserving query system. 

In addition to the problem of falling insertion, there are other 

interesting and relevant issues that remain to be addressed: 

 Devising private update techniques to database systems 

that supports notions of anonymity different than k-anonymity. 

 Dealing with the case of malicious parties by the 

introduction of an untrusted, non colluding third party . 

 Implementing a real-world anonymous database system. 

 Improving the efficiency of protocols, in terms of number 

of messages exchanged and in terms of their sizes, as well. 

 

We believe that all these issues are very important and 

worthwhile to be pursued in the future. 
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Abstract:  

Maps are an essential part of any handheld device and use constantly used for navigation and other resources by application for providing 

location based data which can be used for customized examination outcomes, however these data are conservatively stowed on a L.B.S 

Server which are susceptible to attacks and misuse as these data’s are not usually have any significant security so these data’s can be 

sold or misused by some other parties. We try to eliminate the problem as well as provided added functionality to the conventional maps 

by providing a customizable map which has the added functionality of offline use mode in addition to the online mode. 
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1. INTRODUCTION 
Information agents are software products for assisting and 

guiding users to reach the goal of information retrieval. Up to 

now, however, most of Web information agent systems are 

closely related to the traditional information equipment’s that 

cannot directly apply to the modern mobile equipment resulting 

from the core part of information agent in ubiquitous 

environments [1], [2]. This study exactly focuses on how to 

design a ubiquitous interface agent with mobile equipment’s in 

ubiquitous environments.[3], [4] Ubiquitous computing is a 

post-desktop model of human computer interaction in which 

information processing has been thoroughly integrated into 

everyday objects and activities. Cloud computing is a technique 

of Internet- ("cloud-") based development and use of computer 

technology. Furthermore, how to construct an interaction 

diagram of cloud computing for extensively and seamlessly 

entering related web information agent systems through 

modern mobile equipment’s in ubiquitous environments is 

under our investigation. 

 

2. RELATED WORKS 
In this paper,A new ubiquitous informational agent system with 

the GPS and Bluetooth techniques in the Google Android 

platform and related interaction diagrams with Onto IAS in 

cloud computing environments was proposed in this paper. It 

also explains how GPS  

Devices access location based services by connecting to the 

google cloud server. With the propagation of portable 

expedients, impulsive connections between co-located devices 

that do not know each other a priori will become commonplace.  

In this paper[5],[6] we postulate that mobile devices that are 

positioned in close proximity may be able to derive a shared 

secret to secure their communication by monitoring 

fluctuations in the signal strength of existing ambient radio 

sources (GSM cell towers or Wi-Fi access points) in their 

general environment. We explore the probability of deriving 

location-based secrets and describe two approaches for how 

such a secret could be used to secure spontaneous 

communication. Derive location-based secrets is a hard 

problem because while the radio environment perceived by 

various devices in close proximity is comparable, it is not 

undistinguishable. Global Positioning System (GPS) 

technology is changing the way we work and play. 

In this paper you can use GPS technology when you are 

driving, flying fishing, marine, climbing, one after the other, 

biking, running, or exploring. Here are just a few examples of 

how you can use GPS technology Know precisely how far you 

have run and at what pace while tracking your path so you can 

find your way home Get the closest location of your favorite 

restaurant when you are out-of-town Find the nearest airport or 

identify the type of airspace in which you are flying., In existing 

system though we have many web sites  gateway, and  the user 

can get data about the searched location in web sites The user 

can be able to access the location only in online these systems 

are not available to not all time.  And also, this information does 

not reach people at the time of emergencies 

In this paper, in existing system if the user search some location 

the high level data information will be displayed on the screen. 

Whenever user want to search the places user need to specify 

the location of that particular area. in existing system user can 

be able to access the information which is stored in the server. 

The problem is to implement security to the location based 

services for the GPS devices on android platform. This is done 

by using a server implemented along with the main server to 

authenticate users. By implementing server additional features 

like real time location services are also made available to the 

user.  

 

3. PROPOSED WORK  
In the Proposed System of completion, user makes the query to 

the main record through our application. In proposed system 

Ontology is also implemented in this Project for the Relative 

Key word Search. If user search some location through our 

application it’s take the current location of the application user 

using GPS. As the user makes the query along with his GPS 

values to find out the Exact Location from the data base, this 

process the query and authenticate the user and then passes the 

query to the main database The main system maps the query 

with its database along with the Location, auxiliary this 

location based in turn is passed back to the user. In existing 

system only contain the high level data but in our project 
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contain the deep level data because those data are collect from 

locally. 

. 

4. EXPERIMENTAL SETUP AND 

DESIGN 
Using the GPS we locate the exact location of the user and the 

data is sent to the user. This data accessed by the user can be 

downloaded by the user and saved onto his device which can 

be used in offline mode after which search can be made in 

offline mode and LBS is not contacted thus location privacy is 

maintained. Using Wi-Fi and Dead Reckoning the locations in 

indoor location is predicted, where Wi-Fi based location 

prediction is used for indoor and dead reckoning is used to 

predict the location of user based on previously determined 

location. Now this downloaded data can be edited by user and 

user can add information  

And shared via the app and people using the application can 

view the information instead of LBS open availability.. 

 

 

Figure. 1 System Architecture 

 

 

 

5 MODULE DESCRIPTION  

5.4.1 Server Modules 

This module is mainly used to search the location of 

particular place in online from our server. The user can 

able to download the location to the local database 

consuming the server. After that user can be able to 

Examine the data in offline. In this server only the user 

can be able to upload the location to the server 
5.4.2 Searching in Offline and Online using Ontology 

In this module user can be able to search the location in 

online and in offline mode The current location of the 

user can be obtained using Indoor tracking  and dead 

reckoning techniques Indoor tracking is a network of 

device used to wirelessly(WIFI,GPS) locate the user 

current location who is located inside the house . Dead 

reckoning is a procedure that is designed to guess current 

location based on the previously determined location   
5.4.3 Add and Share location 
In this module the user can be able to add the location 

details of particular place to the server by using data 

offloading method Data offloading method is used to 

deliver the original data's to the targeted server from the 

mobile device After adding the location to the server and 

server share the location to the other user who are all 

using this application 
5.4.4 Updating offline database  

In this modules the user can be able to update the location 

details from the server to the offline database In our 

application we are using SQLite as an offline database 

the user get the data from the centralized server and data 

will be send to the SQLite. 

6. IMPLEMENTATION AND WORKING 

 

This is a screenshot of the android emulator running the map 

application on the system and shows the first module where we 

can make search on the map 

 

 

We see here in the second screenshot the search results for a 

search for hospitals made 
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In this next screenshot we see the add location module we can 

edit the downloaded maps and customize and add locations to 

be shared 

 

In this next screenshot we see how the offline mode is enabled 

to access the search in offline mode i.e. when not connected to 

internet still the locations can be accessed. 
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8. CONCLUSION 

We propose here a location provider which aims to 

provide the Location of user through a customizable map 

service for android devices   which can be used in online as well 

as offline mode.  

The request avoids the outdated LBS server based 

approach which is susceptible to attacks and misuse of data also 

using a customizable map a user can add functionality to maps 

and let other people see the updates made to the maps. 
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Abstract-In the dispersed world, health information is exchanged based on the patients Personal Health Records (PHRs). Due to 

this reason, the construction and maintenance are focused by data centers, which are used for persons to gain high cost. The cloud 

providers are used in most of the PHR services to outsource the PHRs, which are stored by third party. The privacy is main anxiety 

because the PHRs information is shared to third party servers and illegal parties. To avoid this problem and to provide the guarantee 

security for PHRs, the encryption is applied for all PHRs before it is outsourcing. After encryption is applied still few major issues 

are present such as, flexible access, scalability in key organizations and well organized user revocation. These are the residual 

important challenges. In this proposed system, a patient-centric model has been generated with appropriate mechanisms for 

accessing PHR which are stored in semi confidential servers. Here the Attribute Based Encryption technique is used to encrypt 

every patients PHR’s. To support on demand, user revocations are also enabled dynamically based on the variations of access 

policies or file attributes to improve the process. 

Keywords-cloud computing, personal health records. 

  

 

1. INTRODUCTION 

 Personal Health Record (PHR) is an upcoming 
concept. Network Security can be preventing an 
unauthorized access. The network is controlled by 
Network administrator. Through access control 
policies authorized data can be handled by network 
security. The authorized people, who are accessing the 
authorized information, can be identified by their ID 
and password. Network security having different 
computer networks, such as public and private that 

are used in everyday’s transaction and communication 
of business. Networks can be private but it is used by 
public to access the information. 

Our approach is to encrypt the data before outsourcing. 
Our approach consist of two modules the doctor and 
the lab technician. The doctor can give certain 
information of the patient to the lab technician and he 
may send the report to the doctor after test. 

 In our approach we used ABE encryption and 

Advanced Encryption Standard to encrypt the files of 

the patient 

 

 

 

 

 

 

2.RELATED WORKS 
 

The traditional encryption techniques were applied to 

the personal health record at the early stages of the 

cloud computing and personal health record. Which is 

not secure nowadays and so attribute based 

encryption[1][3] with various variations is used 

2.1 Symmetric Key Cryptography (SKC) based 

Solutions 

Symmetric key algorithms in cryptography use the 

same cryptographic keys for both encryption and 

decryption of text. Based on the symmetric key 

derivation methods, various solution for securing 

outsourced data on semi-trusted servers has been 

proposed,  

2.2 Public Key Cryptography (PKC) based 

Solutions 

The most traditional method applied to the PHR for 

the security of data was public key encryption method. 

It is very less scalable in high key management. In 

one–to-one encryption techniques, in which break 

glass access is not possible during emergencies. 
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2.3 Attribute Based Encryption based Solutions  
 

 

 

 

 

 

 

 

Fig.1. Attribute Based Encryption 

The attributes can define an object very efficiently just 

as the identity of an object works In ABE system both 

the cipher text and secret key will be depended on the 

attributes. In  such  a  system ,  the  decryption  of  a 

cipher text is possible only if the set of attributes of the 

user key matches the attributes of the cipher text. So 

while applying this method the owner doesn’t want to 

know about the entire list of users instead of that they 

can encrypt the data according to some attribute only. 

3. PROBLEM DEFINITION 

The problem is being extended to a wide range of PHR 

system, where there are multiple PHR owners and 

users. The patients whose health data are being 

controlled. There exist semi trusted servers where 

patients store their health details and the users have 

access to those data. The access rights various 

according to the users such as some can have read 

access alone and some can have both read and write 

access. These access rights are provided by the owner 

of the corresponding PHR. The PHR document can be 

handled by multiple owners and so Multi-Authority 

Attribute Based Encryption (MA-ABE) is . 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

4. PROPOSED SOLUTION 

4.1 Architecture 

 

 

Fig.2. System Architecture 

 

PHRs are stored and shared on semi trusted server.  

The patient health report is based on ABE algorithm.  

The owner allows multiple users to access patient 

health report with multiple authorities. Access rights 

are given based on authority. For this purpose MA-

ABE techniques are proposed.  An attribute wise 

encryption is done on health records.  

Patient medical record is stored on server in 

encryspted format. Attribute wise encryption is done 

using ABE. PHR owners only knew who can access 

the health record. The owners distribute the secret keys 

for read and write data to authorized persons. The 

owner previously provides the temporary key to the 

emergency department. Breaking the normal 

procedure in an emergency period to access the whole 

data is called “Break-glass”. This is clearly explained 

in Figure 2. 

 

4.2 Design of Modules 

This detailed insight of the design and working model 

of the proposed attribute based encryption for fine-

grained access control is described below. The 

operations of proposed medical record sharing system 

combine KP-ABE traditional cryptography, allowing 

patients to share their medical records. These 

operations can be classified into following modules: In 

this section we discuss main module design concept 

for sharing of medical records using attribute based 

encryption. 

Modules of the system are: 

1. System Setup and Secret Key Generation  

2. Encryption of Medical Records  

AND 

  

  OR 

Hospital 

1 

doctor lab Medicin

e 
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3. View Medical Records (Decryption)  

 

4.2.1 System Set-Up and Key-Generation 

The KP-ABE algorithm takes security parameter as 

input. Using this input it provides public key and 

master secret key as output. Public key is specified as 

Pk and master secret key is specifies as Mk. Pk is used 

for encryption purpose by message senders. Mk is 

used for generating secret keys which is known by the 

authority. 

user obtains secret key from the data owner through 

secure email by sending a request for the keys or data 

owner send the secret key to personal domain user via 

secure email.   

4.2.2 Encryption 

In attribute encryption the Sender runs randomized 

algorithm. It takes a given attribute for each user, the 

generated public key and a message as input. It 

provides cipher text as outputs. 

The files can be requested by the user or the authority 

and can be viewed. 
 
4.2.3 View Medical Record File /Decryption 

The decryption uses deterministic algorithm which is 

run by patient or the doctor. It takes cipher text as 

input, which was encrypted and decrypted under the 

given set of attributes. The output is the patient health 

records. 

 

5. IMPLEMENTATION 

5.1 Algorithm for Attribute Key Setup 

Step 1: KP-ABE Setup: Outputs public key and 

Master key for A as Set of attributes. 

Step 2: Associate for each attribute in A with 

attribute universe as U= {1, 2, 3, …, n}. 

Step 3: Associate each attributes i U with a number ti 

and also chose y uniformly at random in public 

parameter (Zp*) and y. 

Step 4: The public key is: PK = (T1= gt1,…, T1 = gt 

| U | , Y = e (g, g) y). 

Step 5: The master key is: MK = (t1,…, t | U | y). 

6. RESULT ANALYSIS 

6.1 Analysis of Fine-Grained Access Control 

User access structure is able to describe sophisticated 

logics over attributes. Each patients secret key has a 

unique secret sharing scheme which don’t “match” 

each other[2][5]. Different types of users need access 

to different types of data in different phases by giving 

read and write permission to the public domain 

shown as fig.3.a and fig.3.b 

 

Fig.3.a. Fine-Grained Access Control Doctor 

page 

 

 

 

Fig.3.b: Fine-Grained Access Control lab 

page 

In this access control method, the users access is 

limited. Based on the attribute the users defined 

access will be provided.. The policy updating is 

possible by updating the attribute or access 

policy in the system[4]. In emergency break 

glass access is provided. 

 

6.2 ABE over Analysis of Fine-Grained Access 

Control 
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In the PHR system the users will be from different 

domain like the doctors, lab technician, and 

patient. Each user will be having different access 

control mechanism over the record. 

 

 

 

Fig.4. View of Health Records 

 

The MA-ABE scheme will highly reduce the key-

management issues. Users selects the attributes 

and the medical file wants to encrypt , Uploaded 

medical record can view by the other user as 

shown in fig.4. The users can view the record by 

providing the secret key matching the encrypted 

file.  

 

7. APPLICATION  
Medical centre ,organizations which try to secure 

their/employee health records can use this application 

 

8. CONCLUSION  
The personal health record system needs to be  secure 

our application provides basic securities to protect the 

information from unauthorized access and loss. Our 

approach provides more security than traditional 

security which is easily hackable.  
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Abstract: Decision-making typically needs the mechanisms to compromise among opposing norms. Once multiple objectives square 

measure is concerned of machine learning, a vital step is to check the weights of individual objectives to the system-level performance. 

Determinant, the weights of multi-objectives is associate in analysis method, associated it's been typically treated as a drawback. 

However, our preliminary investigation has shown that existing methodologies in managing the weights of multi-objectives have some 

obvious limitations like the determination of weights is treated as one drawback, a result supporting such associate improvement is 

limited, if associated it will even be unreliable, once knowledge concerning multiple objectives is incomplete like an integrity caused by 

poor data. The constraints of weights are also mentioned. Variable weights   square measure is natural in decision-making processes. 

Here, we'd like to develop a scientific methodology in determinant variable weights of multi-objectives. The roles of weights in a creative 

multi-objective decision-making or machine-learning of square measure analyzed, and therefore the weights square measure determined 

with the help of a standard neural network. 

Keywords: Decision Making, Machine Learning, Data Integrity, Optimization, Constraints. 

 

1. INTRODUCTION 
System Science  typically considers the knowledge domain 

interactions among a group of subsystems  in individual 

disciplines as a result of associate rising trend and therefore the 

desires of finding out ever increasingly advanced systems in 

engineering, society, setting, and science, intensive analysis 

works are performed within the field of system science. The 

careful discussions and basic ideas during this field will be 

found in several literatures. As an example, Warfield stressed 

that system science could be a important conception with the 

potential to serve several functions and comprehend several 

things in its view. Bailey mentioned the history of the event of 

system science and known 10 goals together with 10 

challenges; among these challenges, 3 square measure 

associated with the contradictions caused by multiple 

disciplines. Jamshidi created his remarks that system 

optimizations, reliable and strength among a group of 

subsystems to realize a standard system goal became the main 

focus of the many applications like region, automotive, 

military, environmental, and repair business. It’s fascinating to 

realize activity from subsystems for associate optimized 

performance at a high system level. It's potential to elucidate, 

predict, and formulate the decision-making issues of advanced 

systems  

2.  LITERATURE SURVEY 
Modular Neural Networks (MNNs) could be a quickly growing 

field in artificial Neural Networks (NNs) analysis.[8] This 

paper surveys the various motivations for making MNNs: 

biological, psychological, hardware, and machine. Then, the 

final stages of MNN style square measure printed and surveyed 

likewise, viz., task disintegration techniques, learning methods 

and multi-module decision-making ways. Benefits and 

downsides of the surveyed strategies square size known, 

secondary degreed an calculation with position to sensible 

possible is delivered. Finally, some general recommendations 

for future styles square measure conferred. 

 

Option evaluation with standard Neural Networks investigates 

a statistic standard neural network (MNN) model to cost the 

European decision choices. The modules square measure 

supported time to maturity and moneyless of the choices. The 

choice value perform of interest is homogenized of degree one 

with reference to the underlying index value and therefore the 

strike value. Compared to associate degree array of constant 

quantity and statistic models, the MNN methodology 

systematically exerts superior out-of-sample evaluation 

performance. We tend to conclude that modularity improves 

the generalization properties of ordinary feed forward neural 

network choice evaluation models  

 

State of the Art and Future Trends in Distributed Systems and 

present Computing summarizes trends in communication 

paradigms for distributed systems, mentions established and 

new computer code infrastructures for distributed systems 

(such as CORBA and Jini), and provides an summary of mobile 

code and mobile agent principles. It then explains the vision of 

present Computing and future networked sensible devices 

together with techniques like RFID tags (or "smart labels"). It 

conjointly discusses problems in spontaneous networking, 

service discovery, and connected ideas. The report quotes 

munificently from variety of on-line resources found on the net. 

 

Pattern classification has been with success applied in several 

drawback domains, like biometric recognition, document 

classification or diagnosing. Missing or unknown knowledge 

square measure a typical disadvantage that pattern recognition 

techniques have to be compelled to agitate once determination 

real-life classification tasks. Machine learning approaches and 

strategies foreign from applied math learning theory are most 

intensively studied and employed in this subject. The aim of 

this work is to research the missing knowledge drawback in 

pattern classification tasks, and to summarize and compare a 

number of the well-known strategies used for handling missing 

values. 

 

[8][1]We propose a unique 2-stage soft computing approach for 

knowledge imputation, involving native learning and world 

approximation in bicycle, whereas within the literature just one 

of them is employed. In stage 1, K-means formula is employed 
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to switch the missing values with cluster center. Stage two 

refines the resultant approximate values victimization 

multilayer perception (MLP). MLP is trained on the whole 

knowledge with the attribute having missing values because the 

target variable one at a time. The hybrid is tested on two 

benchmark issues every in classification and regression 

victimization 10-fold cross validation. Altogether datasets, 

some values, that square measure indiscriminately removed, 

square measure treated as missing values. The particular and 

therefore the foretold values obtained square measure 

compared by victimization Mean Absolute share Error 

(MAPE). we tend to observe that, the MAPE price is reduced 

from stage one to stage two, indicating the hybrid approach 

resulted in higher imputation compared to stage one alone 

 

[6]Ensembles of learning machines represent one among the 

most current directions in machine learning analysis, and are 

applied to a large vary of real issues.[10] Despite of the absence 

of associate degree united theory on ensembles, there square 

measure several theoretical reasons for combining multiple 

learners, associate degreed an empirical proof of the 

electiveness of this approach.[8] During this paper we tend to 

gift a short summary of ensemble strategies, explaining the 

most reasons why they're able to outmatch any single classifier 

at intervals the ensemble, and proposing taxonomy supported 

the most ways that base classifiers may be generated or 

combined along. 

 

the Analytic Hierarchy method is associate degree introduce 

particle to the Analytic Hierarchy method[2][1] A multi criteria 

deciding approach within which factors square measure 

organized during a class-conscious structure. The principles 

and therefore the philosophy of the idea square measure 

summarized giving general background informant particle of 

the sort of menstruation utilized, its properties and applications. 

 

One of the crucial issues in {decision making |deciding |higher 

cognitive method} process is to assess the relative importance 

or weights of various attributes. [3]This paper presents 

associate degree objective methodology to work out relative 

criteria weights that relies on co relational analysis particularly 

principal elements analysis. Consistent with the methodology, 

delineate during this paper, there's a clear stage to work out 

weight coefficients from Kaiser-Meyer-Olkin live and from 

square issue loadings. 

 

While gauging the performances of in operation entities 

victimization inexact data on the input and output importance 

weights, associate degree entity is taken into account Farrell 

economical as long because it outperforms its peers for a 

minimum of one possible combination of the weights for inputs 

and outputs. [4]This paper argues that Farrell potency 

computations square measure supported associate degree 

optimistic perspective and a Farrell-efficient entity might 

perform rather poorly once weights similar to realistic issues 

square measure allotted to inputs and outputs.[7] Associate 

degree entity is outlined as sturdy economical if its relative 

potency score reaches one altogether possible combos of the 

input and output weights. A applied mathematics based mostly 

approach is projected to perform what's spoken as sturdy 

potency analysis to spot sturdy economical entities. In 

distinction to Farrell potency analysis, sturdy potency associate 

degree analysis involves the computation of all-time low 

potency score which will be allotted to an entity relative to the 

best score among all the entities wherever the same 

combination of weights for inputs and outputs is applied. the 

assembly risk set underlying the projected approach is 

additionally outlined and understood. Associate degree 

experimental study illustrates that compared with Farrell 

potency analysis sturdy potency analysis has scammer 

discrimination capability and therefore the entity it identifies as 

economical has superior average performance. 

 

[9]Business intelligence (BI) is that the method of gathering 

enough of the proper data within the right manner at the proper 

time, and delivering the proper results to the proper individuals 

for decision-making functions in order that it will still yield real 

business advantages, or has a positive impact on business 

strategy, tactics, and operations within the enterprises.[5] This 

paper was supposed as a brief introduction to the study of 

business intelligence in enterprise computing atmosphere. 

Additionally, the conclusions illustrate the challenges to broad 

and deep readying of business intelligence systems, and supply 

the proposals of constructing business intelligence more 

practical.  

 

3. PLANNED SYSTEM 
The formulation of the decision-making method of advanced 

systems has been mentioned and therefore the focus is directed 

on the way to assess relative importance once multiple criterion 

square measures is concerned. The relative importance of one 

type criterion over another is bestowed by weights. It's been 

found that the determination of weights involves associate 

analysis method, that shouldn't be merely treated as associate 

improvement. a scientific methodology has been planned to see 

the weights for multiple objectives befittingly. The discussion 

on consistency at the tip reveals that the weights don't seem to 

be essentially consistent once variable weights square measure 

applied and synthesized within the method of determination. 

 

4. MULTI-OBJECTIVE DECISION 

MAKING 
Multi-Objective Decision Making is a technique for ensuring 

the integrity of data in outsourcing storage service. It allows a 

client that has stored data at an un-trusted server to verify that 

the server possesses the original data without regaining it. The 

model gives out probabilistic evidences of possession by 

sampling random sets of blocks from the server, which 

radically cuts I/O expenses. The customer preserves a 

continuous amount of metadata to check the proof. The 

test/reaction protocol conveys a small, continuous amount of 

data, which minimizes network communication. Thus, the 

model for remote data checking supports large data sets in 

widely-distributed storage systems.  We are quite aware about 

square measure of single objective call issues from our previous 

study of applied mathematics and alternative improvement 

fields like inventory management, and project management. 

However, several call things incorporate deciding once over 

one objective has to be thought of (called multi-objective call 

making). Such associate approach is typical to investment 

issues wherever business banks have to be compelled to 

balance come and risk. 

 

5. MACHINE LEARNING 
Machine learning deals with the problem of the way to build pc 

programs that improve their performance at some tasks through 

expertise. Machine learning algorithms have evidenced to be of 

nice sensible worth in an exceedingly sort of application 

domains. Not amazingly, the sphere of software system 

engineering seems to be a fertile ground wherever several 

software system development and maintenance tasks can be 
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developed as learning issues and approached in terms of 

learning algorithms. This book deals with the topic of machine 

learning applications in software system engineering. It 

provides a summary of machine learning, summarizes the state-

of-the-practice, provides a classification of the present work, 

and offers some application pointers.  

 

6. MODULAR NEURAL NETWORKS 

(MNN) 
Modular neural networks, as combined structures, have 

conjointly a biological background: Natural neural systems 

square measure composed of a hierarchy of networks designed 

of parts specialized for various tasks. In general,  combined 

networks square measure a lot of powerful than flat 

unstructured ones. 

 

In this manner we tend to attain the conception of standard 

neural networks. many general problems have crystal rectifier 

to the event of standard systems. 

 

 
 Figure.1 data flow diagram 

 

Complete modules square 

measure associate degree extension of the approach mentioned 

in Sect. 10.3.5 of learning with hints. 

 

networks may be thought-about as composite systems 

fabricated from similar parts. 

 

category of network may be used as building block. 

 

Trained 

modules are also shared among systems designed for various 

tasks. 

 

instrumentality: The combined network will 

grow step by step and may be created fault-tolerant. 
 

7. CONCLUSION 
The formulation of the decision-making method of complicated 

systems has been mentioned and therefore the focus is directed 

on the way to valuate relative importance once multiple 

criterion square measures concerned. The relative importance 

of 1 style criterion over another is conferred by weights. it's 

been found that the determination of weights involves associate 

degree analysis method, that shouldn't be merely treated as 

associate degree optimization. a scientific methodology has 

been projected to work out the weights for multiple objectives 

befittingly. The discussion on consistency at the top reveals that 

the weights don't seem to be essentially consistent once 

variable weights square measure applied and synthesized 

within the method of determination. The analysis of weights for 

multi-objective deciding could be a crucial issue in several 

applications like MODM and MFML. solely the load 

determination and consistency square measure centered within 

the conferred work 
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Abstract: Data Mining is an analytic process designed to explore data in search of consistent patterns and systematic relationships 

between variables, and then to validate the results by applying the patterns found to a new subset of data. Data mining is often described 

as the process of discovering patterns, correlations, trends or relationships by searching through a large amount of data stored in 

repositories, databases, and data warehouses. Diabetes, often referred to by doctors as diabetes mellitus, describes a group of metabolic 

diseases in which the person has high blood [3] glucose (blood sugar), either because insulin production is insufficient, or because the 

body's cells do not respond properly to insulin, or both. This project helps in identifying whether a person has diabetes or not, if predicted 

diabetic[4] the project suggest measures for maintaining normal health and if not diabetic it predicts the risk of getting diabetic. In this 

project Classification algorithm was used to classify the Pima Indian diabetes dataset. Results have been obtained using Android 

Application. 

Keywords: Android Application, Diabetes, Data Mining 

 

1.  INTRODUCTION 
Data mining, the extraction of hidden predictive information 

from large databases[ 1,12], is a powerful new technology with 

great potential to help companies focus on the most important 

information in their data warehouses. Diabetes has become a 

most common disease in today’s world. So for every individual 

it is important to take a precautionary measure to check if the 

person has any chances of getting diabetes. For this purpose we 

use data mining techniques to predict if a person is diabetic or 

not. It is attractive as the results are obtained through an android 

application installed in mobile device. The main reason for 

accuracy of results is that only most significant attributes 

causing diabetes are considered for analysis 

          Data mining tools [8] predict future trends and behaviors, 

allowing businesses to make proactive, knowledge-driven 

decisions [7]. The automated, prospective analyses offered by 

data mining move beyond the analyses of past events provided 

by retrospective tools typical of decision support systems. They 

scour databases for hidden patterns, finding predictive 

information that experts may miss because it lies outside their 

expectations.  

            Diabetes (diabetes mellitus)[24] is classed as a 

metabolism disorder. Metabolism refers to the way our bodies 

use digested food for energy and growth.. Most of what we eat 

is broken down into glucose. Glucose is a form of sugar in the 

blood - it is the principal source of fuel for our bodies. 

A person with diabetes has a condition in which the quantity of 

glucose in the blood [19] is too elevated (hyperglycemia). This 

is because the body either does not produce enough insulin [5], 

produces no insulin, or has cells that do not respond properly 

to the insulin the pancreas produces. This results in too much 

glucose building up in the blood. This excess blood glucose 

eventually passes out of the body in urine [19]. So, even though 

the blood has plenty of glucose,  

 

 

 

 

the cells are not getting it for their essential energy and growth 

requirements 

2. DATASET 
Dataset is composed of 768 instances. Each patient is 

characterized in data set by 8 attributes. All attributes are 

numerical values. This attributes are: Diastolic blood pressure, 

plasma glucose concentration a 2 hours in an oral glucose  

tolerance test, Diastolic blood pressure (mm Hg), triceps skin 

fold thickness (mm), 2-Hour serum insulin (mu U/ml), body 

mass index (weight in kg/(height in m)^2), diabetes pedigree 

function ,age (years), Class variable (0 or 1)[21]. 

 

3. CLASSIFICATION ALGORITHM 
Classification [22] consists of predicting a certain outcome 

based on a given input. In order to predict the outcome, the 

algorithm processes a training set containing a set of attributes 

and the respective outcome, usually called goal or prediction 

attribute. The algorithm [16] tries to discover relationships 

between the attributes that would make it possible to predict the 

outcome. Decision tree [3] builds classification or regression 

models in the form of a tree structure. It breaks down a dataset 

into smaller and smaller subsets while at the same time an 

associated decision tree is incrementally developed. The final 

result is a tree with decision nodes and leaf nodes [6]. A 

decision node has two or more branches. Leaf node represents 

a classification or decision. The topmost decision node in a tree 

which corresponds to the best predictor called root node. 

Decision trees [3] can handle both categorical and numerical 

data.  
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3.1 C4.5 algorithm 
The C4.5[18] algorithm constructs the decision tree with a 

divide and conquer strategy.  

In C4.5algorithm, each node in the tree is associated with a set 

of cases.  And also each cases are assigned with weights to take 

into account the unknown attributes values [17]. 

           At the beginning, only the root is present, associated 

with the whole training set T S and with all case weights equal 

to 1:0. At each node the following divide and conquer method, 

the algorithm is executed, trying to find the locally best choice, 

with no backtracking allowed. 

             Let T be the set of cases associated at the node. The 

weighted frequency f req(Ci ; T ) is computed (step (1)) of cases 

in T whose class is Ci , for i 2 [1; NC lass]. If all cases (step 

(2)) in T belong to a same class Cj (or the number of cases in T 

is less than a certain value) then the node is a leaf, with 

associated class Cj (resp., the most frequent class). The 

classification [22] error of the leaf is the weighted sum of the 

cases in T whose class is not Cj (resp., the most frequent class). 

If T contains cases belonging to two or more classes (step (3)), 

then the information gain of each attribute is calculated. For 

discrete attributes, the information gain is relative to the 

splitting of cases in T into sets with distinct attribute values. 

For continuous attributes, the information gain is relative to the 

splitting of T into two subsets, namely cases with attribute 

value not greater than and cases with attribute value greater 

than a certain local threshold, that is determined during 

information gain calculation [3]. 

 

The attribute [17] with the highest information gain (step (4)) 

is selected for the test at the node. Moreover, in case a 

continuous attribute is selected, the threshold is computed (step 

(5)) as the greatest value of the whole training set that is below 

the local threshold. 

 

A decision node has s children if T1;Ts are the sets of the 

splitting produced by the test on the selected attribute (step (6)). 

Obviously, s = 2 when the selected attribute is continuous, and 

s = h for discrete attributes with h known values. 

 

For i = [1; s], if Ti is empty, (step (7)) the child node is directly 

set to be a leaf, with associated class the most frequent class at 

the parent node and classification[22] error 0. 

 

If Ti is not empty, the divide and conquer approach consists of 

recursively applying the same operations (step (8)) on the set 

consisting of Ti plus those cases in T with unknown value of 

the selected attribute. Note that cases with unknown value of 

the selected attribute are replicated in each child with their 

weights proportional to the proportion of cases in Ti over cases 

in T with known value of the selected attribute. 

 

Finally, the classification error (step (9)) of the node is 

calculated as the sum of the errors of the child nodes. If the 

result is greater than the error of classifying all cases in T as 

belonging to the most frequent class in T , then the node is set 

to be a leaf, and all sub-trees are removed[3]. 

 

4. USAGE OF SIGNIFICANT 

ATTRIBUTES 
The attributes used for calculation is the significant attributes 

done using Attribute Selection algorithm of WEKA[9] tool. 

The most significant attributes are plasma, body mass index, 

diabetes pedigree function, insulin level. These are the most 

significant attributes for the prediction of diabetes status of a 

person. The class attribute of the dataset specifies class 0 i.e not 

diabetic and class 1 i.e diabetic.  

 

 
 Not All Attributes Are Equal 

Whether you select and gather sample data yourself or whether 

it is provided to you by domain experts, the selection of 

attributes is critically important. It is important because it can 

mean the difference between successfully and meaningfully 

modeling the problem and not. 

 Misleading 

Including redundant attributes can be misleading to modeling 

algorithms. Instance-based methods such as k-nearest neighbor 

use small neighborhoods in the attribute space to determine 

classification and regression predictions. These predictions can 

be greatly skewed by redundant attributes. 

 Overfitting 

Keeping irrelevant attributes in your dataset can result in 

overfitting. Decision tree algorithms like C4.5 seek to make 

optimal spits in attribute values. Those attributes that are more 

correlated with the prediction are split on first. Deeper in the 

tree less relevant and irrelevant attributes are used to make 

prediction decisions that may only be beneficial by chance in 

the training dataset. This overfitting of the training data can 

negatively affect the modeling power of the method and cripple 

the predictive accuracy. 

It is important to remove redundant and irrelevant attributes 

from your dataset before evaluating algorithms. This task 

should be tackled in the Prepare Data step of the applied 

machine learning process. 

 

 Feature Selection 

Feature Selection or attribute selection is a process by which 

you automatically search for the best subset of attributes in your 

dataset. The notion of “best” is relative to the problem you are 

trying to solve, but typically means highest accuracy. 

A useful way to think about the problem of selecting attributes 

is a state-space search. The search space is discrete and consists 

of all possible combinations of attributes you could choose 

from the dataset. The objective is to navigate through the search 

space and locate the best or a good enough combination that 

improves performance over selecting all attributes. 

Three key benefits of performing feature selection on your data 

are: 

Reduces Overfitting: Less redundant data means less 

opportunity to make decisions based on noise. 

Improves Accuracy: Less misleading data means modeling 

accuracy improves. 

Reduces Training Time: Less data means that algorithms train 

faster 

 

 

5. SYSTEM ARCHITECTURE  
 

The system architecture (see Figure 1) describes the flow of the 

project work. The first step in the process is the collection of 

data needed for the work. Here the dataset used is Pima Indian 

diabetes dataset[21], which is collected in the first step. The 

next step in the process is preprocessing of the data[4]. Here we 

covert the raw data into understandable format. Now the 

preprocessed data is classified into a decision tree[3] to predict 

the status of a person whether diabetic or not using the 

algorithm(C4.5)[25]. The user enters the details to know his 

results for the test into an android app[22] installed in his 
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mobile device. The attributes entered by the user is compared 

with the decision tree and the results are generated. 

 

Figure 1. System Architecture 

 

 

 

6. SCREENSHOTS 

 

Figure 2. Pre-Processing 

 

 

Figure 3. Decision tree 

 

Figure 4. Result after entering details in Android 

application 
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Figure 5. Suggestive measures for user 

7. CONCLUSION 
The discovery of knowledge[9] from datasets is important in 

order to make effective diagnosis. The aim of data mining is to 

extract information stored in dataset and generate clear and 

understandable patterns. This study aims at the discovery of a 

decision tree model for the prediction of diabetes. Pre-

processing is used to improve the quality of data. While 

preprocessing[6], the significant attributes of the dataset are 

considered for prediction of diabetes. This is an important 

factor for consideration. The decision tree algorithm[14] used 

for classification also produces maximum accuracy when 

compared to other algorithms of classification. Finally the 

results of the system are obtained in an android application 

which is very useful for the present generation. 

8. FUTURE SCOPE 
In future this system can designed for any prediction of any 

other disease such as cancer, thyroid, lung diseases etc., if these 

an android application of such disease prediction would be of 

great use in the near future. Another future enhancement would 

be to reduce the no of attributes considered for the prediction 

purpose. Considering less no of attributes and produce more 

accurate results is needed as an enhancement for the existing 

system. 
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Abstract: There are multiple crimes happening even in the presence of cctv cameras still we couldn’t able to find the identity due to 

shadows in the image. In this work, we have used edge suppression method and affine transformation to recognize identity even under 

severe shadow. We also used gradient field to calculate the position of light sources in the place. For classification of identity from the 

databases we use k-nearest neighbor rule. Additionally we also were using this principal component analysis for feature extraction. 

Classification can be done in real time environments by accessing authorized databases or also by standard databases. 

Keywords: K-NN Classifier, Tensors, flash image, shadow removing, Feature extraction 

 

1. INTRODUCTION 
Face recognition is one of the applications for automatically 

identifying and recognizing the face of an human by an 

computer. This kind of image processing applications are used 

in many ways, in this work face recognition system is used 

not only recognizing face also taken upto his chest which 

increases multiple reference points such as neck, shoulder and 

more. The another important issue is shadow presence in the 

image due to this there is a chance of error occurrence in 

finding the correct person. So, to reduce the impact of shadow 

on the image diagonally projecting sensors[2] are used this 

suppresses the edges of the image. Here we also were 

accounting the chromaticity[8] of the environment lighting. 

Ramesh Raskar[1] had mentioned that the chromaticity of the 

environment lightning will be approximately as same as the 

chromaticity of the diffused light. And it is found that for 

different magnitude in the chromaticity of differently exposed 

regions has different rgb, hue and hsv color values[5].We 

proposing that along with face recognition recognizing of 

other identities also important because the identity database 

like aadhar card are capturing images up to chest level not 

only up to face. So it will be useful when using it with real 

databases. As compared with thresholding we clear the 

textures in the scene by approaching principled way. Here we 

are not accounting any assumptions on the environment 

lightning, mapping of exposure or reflection. The diagonally 

projecting tensors helps us to remove those shadows by using 

an highly exposed image as an reference called as flash 

image. 
 

2. EXISTING METHODOLOGY: 
 
All images are a combination of primary colors like red, blue, 

green. All the image processing process uses RGB images 

which has more number of color components and it makes the 

processing slower. In recovering the  

 
 

illumination map, we make the usual assumption that the 

scene texture edges do not coincide with the illumination 

edges. But the foreground layer, edges of the foreground 

object which exactly align with the background edges cannot 

be recovered. And the existing systems has face recognition 

only, which may fail in case of twins and people having 

similar faces and also in usage of mask. 
 
. 

3. PROPOSED METHODOLOGY: 
To predict the presence of light source the two pictures are 

converted into YUV format which reduces the color 

components for processing it into a gradient pictures with x 

and y-axis components. That helps in finding the position of 

light sources which in turn helps in removing shadows. Then 

those diagonally projecting tensors are applied on the pictures 

to analyze the vector and scalar values of two pictures(real 

image and flash image) then affine transformation uses those 

values to correct the pictures like rotating and aligning. Thus a 

shadow free image is obtained as a result. This resulted 

picture is used to search in databases. Here we are proposing a 

id recognition instead of regular face recognition which uses 

the principal component analysis to feature extract the face, 

neck, shoulders from the images. By using the calculated 

eigen vectors and values KNN classifier produce the result by 

comparison. 

 
 
 
 
 
 
 
 

 
 

Fig.1 Block diagram 
 

4. GRADIENT COMPUTATIONS: 

This computations are existing mathematical functions only. 

This is used to obtain the gradient value in the image 

environment. The gradient magnitude and direction are 

encoded by computing. By [9]adding partial derivatives of X 

and Y directions gradient vector is formed. 
 
ΔI= (∂I/∂x, ∂I/∂y) …(1) 
 
we could write this continuous function, I(x, y) as: 
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(∂I(x,y)/∂x) = limΔx→0 (I(x+Δx,y)-I(x,y))/Δx …(2) 
 
While if it is an discrete case, only one pixel intervals can 

be taken. Hence we can take the difference between pixel 

before or one pixel after the I(x,y).By the usage of 

correlation we can define the pixels after and before I(x,y) 

symmetrically, and compute: 
 
(∂I(x,y) /∂x) = ( I(x+1,y) - I(x-1,y)) /2 ...(3) 

 

5. ARCHITECTURE DIAGRAM: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig.2 Architecture Diagram 

6. AFFINE TRANSFORMATION ON 

GRADIENT: 

Let intensity image                      and denote each pixels 

gradient vector at I. The Gσ smoothed structure tensor is 

defined as 

 
 
 
where ∗ denotes convolution and Kσ is a normalized 2D 
Gaussian kernel of variance σ. The matrix Gσ can be 
de-composed as 
 
 
 
 
here the eigen-vectors v1,v2 are corresponding to the Eigen-

values λ1, λ2 respectively and λ2 ≤ λ1. The eigen-values and 

eigen-vectors of Gσ give information about the local intensity 

structures in the image[8]. For homogeneous regions, λ1 = 

λ2= 0. If λ2= 0 and λ1 > 0, it signifies the presence of an 

intensity edge. The eigen-vector v1 (corresponding to the 

higher eigen-value λ1) corresponds to the direction of the 

edge. 

 

 

 

 

 

7. TENSORS: 

 

 

 

Here we have used tensors to find out the difference between 

the scalars and vectors of real image and flash image. These 

tensors are idely used mathematical component to derivethe 

scalar and vectors, actually it’san  generalization of scalars 

and vectors;  a  zero  rank  tensor is a scalar,and a first 

ranktensor is a vector and a tensor also include linear map, 

dotproduct and cross product. 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Fig.3 (i) Obtained image   (ii) Shadow free image 
 

8. SELF PROJECTION TENSORS: 

We removed edges from a single image by using this already 

proven diagonally projecting tensors from the image itself. 

The idea is to project the image gradient vector onto its own 

orthogonal direction and hence the name self-projection 
tensors. This analysis will lead us to our main idea of cross 

projection tensors is to estimate these tensors from a second 

image and apply them to suppress edges in the given image. 

As Amit Agarwal [7] proposed the technique of gradient 

projection to remove artifacts from flash image using a non-

flash real image. They project the flash image gradient onto 

the direction of the ambient image gradient to remove 

spurious edges from flash image due to glass reflections. They 
use the idea that the direction of the image gradient remains 

stable under illumination changes. We first show that taking a 

projection can also be defined by an affine transformation of 

the gradient field. The Eigen-vector v1 of the structure tensor 

matrix G correspond to the Direction of the edge. Suppose by 

an affine transformation of the gradient field. The Eigen 

Vector v1 of the structure tensor matrix G correspond to the  
direction of the edge. Suppose we define the self-projection 

tensor D
self

 as u1=v1 u 2=v2 ,µ1=0 µ2=1. It is  
easy to see that an affine transformation of the image gradient 

using D
self

 will remove the local edge 
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Fig.4 YUV Image from RGB image 

9.DIAGONALLY PROJECTING 

TENSOR: 

To remove the scene texture edges from an image by 
transforming its gradient field using diagonally projecting 
tensors obtained from a second image of the same scene. The 
final image is obtained by a 2D integration. If A is also 
homogeneous (λA1 = 0), set μ 1 =μ2 = 0. These results in If A 
is also homogeneous (λA1 
= 0), set μ1 =μ2 = 0. These results in 
 
 

 

If A is not homogeneous (λA1 > 0), set μ1 = μ2 = 1 
 
 

 

This result in and edges which are in A but not in B can be 

retained. Else, if there is an edge in B (λB1 > 0), 

remove that edge by setting μ1 = 0, μ2 =1. 

 

Fig.5(i) shadow free image (ii)illuminated image 

 

10.FEATURE EXTRACTION: 

Feature extraction is one of the image processing processes 

which can be used to extract the information from the image. 

This information must be valuable to the later step of 

identifying the subject with an acceptable error rate. This 

process is proved to be efficient in computing time and usage 

of memory. Again here we extracting more details rather than 

the usual information extraction of faces. The optimized 

output is obtained for the classification. 

 

11. PRINCIPLE COMPONENT 

ANALYSIS: 
Again we are using the proven principle component analysis 

which is widely used in all the sectors to analysis the form 

from computer image processing to neural analysis due to its 

extraction of confusing datasets using non-parametric method 

which is an simpler one. And it is well known as most reliable 

results from applied linear algebra. The Reason for using PCA 

in this identity recognition is to express the 2-D facial image 

into the large 1-D vector of pixels in the compact principal 

components of the feature space. Sometimes it also helps us 

in revealing hidden, simplified structure by reducing the 

complex dataset into the lower dimensions. 

 

12. CLASSIFICATION: 
Classification is one of the data mining process of analyzing 
and finding the similar things to group under some keyword. 

Here we done the classification of the test images with the 
images in the present database. For this, we go for the reliable 

KNN classifier. 
 

13. K-NN CLASSIFIER: 
While looking for the algorithm to search the match in 

database K-NN classifier seems to be the proven algorithm 
especially in searching images, recognizing patterns and data 

mining. K-NN algorithm uses the similarity measures to 
classifies the matches in a database. A case is arranged by a 

lion's share vote of its neighbors, with the case being allocated 
to the class most normal amongst its K closest neighbors 

measured by a separation capacity. On the off chance that K = 
1, then the case is essentially allotted to the class of its closest 

 

14. RESULTS: 
We cleared shadows from the Real-environment (no-flash) 
image A by using the image with flash. From the real image, 

flash image was created using the separate photo editor tool 

like lumia creative∇ studio. Using F and trans-form the 
gradient field A the cross projection tensor Df. the shadow 

removed image has less color artifacts and less illuminated 
map when compared with the previous highly textured one. 

Always there will be some difference in color tones due to the 
environment lightning. Our edge suppression method requires 

no color calibration or artifacts and when compared to the 
result using gradient projection. while converting the image 

into flash image there will be some variations in lighting and 
this doesn’t provide any illumination mapping. The 

illumination map obtained by our approach better represents 

the diffuse ambient illumination. Even the white balance in 
real and flash images is different but Our resulted image has 

no color artifacts. We can proceed to classification process 
after getting the shadow free image. Image will be given as a 

query input and the matches are searched in the database. The 
output is shown in figure 6. 
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Fig.6 Output 
 

 
 

15. CONCLUSION: 

 

To remove shadow in a image, a tensor-based identity 
recognition method is proposed the illuminations is 

effectively reduced by edge suppression method. We 
presented an approach for edge-suppressing operations on an 

image. The light sources are found by applying the gradient 
field effect. In the recognition phase, Principal component 

analysis is used for feature extraction. The K-nearest-neighbor 
rule is applied for classification. Experiments are carried out 

upon standard databases and if access available can be done in 
real-time too. The results reveal that the proposed method 

achieves satisfactory recognition rates under varying 
illumination conditions. We hope that it can be able to use in 

verification and identity authentication processes etc because 
of its easy handling. 
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1.  INTRODUCTION 

             Online Social Networks act as medium to 

share both personal, public information and helps to 

formulate network using friends, colleagues, family 

and even with unknown persons. It has experienced 

tremendous growth in recent years.Facebook  is one 

of most frequently used social networking site, which 

has more than 800 million active users and over 40 

billion pieces of contents like web links, news, blog 

posts, photos are being shared each month[2].To 

protect user data  access control mechanism has 

become much needed one,[4],[5]. 

           At present, OSN provide user- wall to every 

user, where user and their friends can post both views 

and content using those walls. Subsequently, users 

upload both content as well as tag other users, who 

appear in that content. Each tag acts an explicit 

reference which links to a user’s space. To protect 

user data, OSNs require user system and policy 

administrator for regulating data in social network. 

           A simple access control mechanism allows 

users to govern access to information contained in 

their spaces, but has no control over the data, which 

has presented outside their spaces. For example, if a  

user posts a comment in a friend’s space, she/he 

cannot specify, who should view the comment. 

           In another scenario,when user upload photo 

and tags friends who appear in the photo, he/she 

cannot state any privacy norms about the photo. In  

this paper, we propose a solution to sophisticate 

collaborative management of shared data in 

OSNs.Based on these sharing patterns, AC2P 

protocol is used  to capture the core features of user 

authorization requirements that have not been 

accommodated, so far, By existing access control 

system for OSNs.(e.g.[6],[8],[9],[10]and[11]). 

            Accessing the implications of access control 

mechanisms traditionally rely on the security analysis 

techniques, (e.g. Operating system, [7], 

Trust management,[12] and role-based access 

control,[3] [13]).  
 

2.     BACKGROUND 

    At present, SNS (Social Networking Sites) allow 

merchants and third parties to take advantage of user 

information without their agreement. Some important 

privacy issues in SNSs are: [1], 

 

 The privacy tool is very hard to learn and to use 

them, due to which people feed up and they end 

up doing nothing. 

 

Abstract: Online Social Network (OSN) sites act as a medium to spread their own views, activities and their thoughts to some 
camaraderie. Contents of this network are spread over web, so it was hard to determine by a human decision. Currently, they do 
not provide any mechanism to ensure privacy concerns towards data associated with each user.  Due to this problem, number of 
users lacks from their ownership control. In this paper, we proposed AC2P (Activity Control-Access Control Protocol) for information 
control on the web. Alternatively, Tag Refinement strategy determines illegal tagging over images and send notification about 
particular image spread within different communities/groups. These techniques reduce risk of information flow and avoid 
unwanted tagging toward images. 
 

Keywords: Decision based access control, Tag refinement, Online social Networking. 
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 User can directly control their profile 

information, but cannot control what others 

reveal about them. 

 Privacy tools (or) options are desired to 

provide, for choosing “Friends”, “Friends of 

Friends” (FOF) (or) “Everyone”, but it is not 

yet simplified.[14]. 

 With the third party integration, it becomes 

more risky, that your information is being 

shared among various stakeholders,[2]. 

(i) Disclosing the user’s identity 

              At present, SNSs motivates users to share 

profile images. So, there is a risk that propagates 

with technologies like Content based Image 

Retrieval (CBIR) by analyzing the specification of 

an image, which reveal details of place from where 

the image was taken. Most SNS users are able to 

share any images(or)videos regardless of who is in 

that specific content.So,there is a high risk of 

publishing user identity and location even 

sometimes without user knowledge. 

(ii) Cyber Crime-Related Field 

              Some rule defines that, however vulnerable 

to cyber criminals who pretend themselves as a 

friend using fake names and gain access to all 

information shared by naive users. 

Cutillo et al [16] state some SNS’s should fulfill the 

following privacy requirements. 

Basic Privacy Requirements: [16] 

a) End-To-End  Confidentiality- 
All communications are needed to be 

confidential and only the sender and receiver 

should have control of access to the data.  

b) Privacy- Personal information of a user should 

not publish to any other users apart from these 

explicitly mentioned by the user.  

c) Access Control- User should be able to manage 

and control over their profiles as well as 

attributes of their profiles.  

d) Authentication- For satisfying the previous 

requirement of a receiver’s message should be 

able to authenticate the sender of the message.  

e) Data Integrity- For each swapped message, 

whether it is acknowledged or a request, original 

authentication and also modification detection 

are needed to be performed.  

f) Availability- All Public data has to be 

accessible and all messages should be delivered 

in time. 

 

 

 

 

 

3. PROBLEM DEFINITION 

                     Major computer security aspects are: 

Confidentiality, Integrity and Availability. At many 

Social Networking Sites, have limited security 

protection. A developer concentrates to enhance 

communication between users; therefore no security 

threats are being identified, so far. This work 

identifies the threats in OSNs and finds a solution for 

both content sharing as well as for image tagging 

activities.  

4. ACTIVITY CONTROL MECHANISM 

FOR OSNs 

                   In this section we formalize a AC2P 

Protocol for OSNs (Section 4.a) as well as Decision 

Scheme (Section 4.b) and Decision evaluation 

mechanism (Section 4.c) for the specification and 

enforcement of privacy policies toward OSNs. 

4.1 AC2P PROTOCOL MODEL 

To determine the consequence of information 

sharing, users require good understanding towards 

visibility of information that to be probed. However, 

privacy controls in OSNs are complicated and 

unintuitive. 

This protocol consists of three major components 

namely: 

(i) SNS Server. 

(ii) Evaluation Schema. 

(iii) Host based Web Server and 

(iv) Decision-Based System. 

Using above components, privacy has been preserved 

in OSNs. 

SNS Server: It Gets Request/Response from OSNs 

user. Appropriate request messages are transmitted to 

application servers and it gets a notification from the 

application server (Alert-MSG), based on the user 

decision, particular OSN content will be allowed for 

other user’s visibility. 

Evaluation Schema: It verifies the content and check 

whether it is unique (or) not. It acts as Plagiarism 

checker to validate the uniqueness. 

Host based Web server: It acts as authentication 

measurement system. If user blocks visibility of 

content to particular users. Then level of privileges is 

being measured for each and every user. 

Measurements are done in forms of  

(i) High-Risk 

(ii) Intermediate-Risk 

(iii) No-Risk. 

Decision-based System: An OSNs user has direct 

control over to set privacy. This component offers 

two ways of decision making towards the content: 

 Allow the content  (Others Visibility) 

 Refuse the content(DENY) 
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     Fig.4.1 Framework of AC2P Protocol. 

 

In fig 4.1 describe about components and strategies 

involved in AC2P Protocol mechanism, which used 

to protect OSNs contents from unauthorized users. It 

follows certain procedures, is being stated below: 

1. API call procedure- it intimates host server 

whether to share the content or not. 

2. An Access request- Notification is sent to the 

Evaluation mechanism (Section 4.3). 

3. Examining the uniqueness of OSNs content is 

done. 

4. After evaluation, Final decision is taken. 

5. The Final decision will be either to “Allow” or 

“Deny” the OSNs content. 

6. Using, the API Response final decision is 

notified to FB server. 

4.2  EVALUATION SCHEMA 

              This schema used to predict the uniqueness          

of content in OSNs. For Example, if Bob post some 

content in public-view, john see that content as well 

as trim some information and post to his wall. In 

above scenario, some modification is been done 

towards the content. To predict that activity in OSNs, 

this schema used to predict the uniqueness value and 

send notification to particular user about their content 

was been access by other user, whether content 

should allowed or not. Alert notification is been 

generated.  

 

4.3 PROTOCOL -POLICY SPECIFICATION 

       In Fig 4.2.,a disseminator used to share other 

profile information to others. So this kind of access 

specific schemas is being used widely [17][18].By 

using this kind of access privacy setting and access 

control norms will not be suitable for a privacy 

protection scenario. Some modification needs to be 

done.By using single controller, the resource-owner, 

to specify access control policies. A policy 

evaluation scheme is used to evaluate the DV 

(Decision-Value).A DV value state two possibilities 

either “Allow” or “Deny”. This decision is taken 

based on some constraints. 

 

 

                        Permit   if  DVag > Sc. 

 

Decision=        Deny    if  DVag  <  Sc …..(1) 

 
               If the Sc is high, there is a chance of Deny           

access, take cares of high sensitive data.otherwise, 

the final verdict is most likely to Allow the data 

access.   

        (i) Owner-overrides: The owner decision is the 

final decision, It has highest priority. Based on the 

weight age of decision making scheme, we set 

wow=1, wcb=0,then 

                                  Permit, if DVag=1 

           Decision=      Deny,    if  DVag=0  …….(2) 

 

           (ii) Majority-Permit: The sending request is 

greater than the number of controller to deny, the 

final decision will be 

  

                                   Permit, if DVag > ½  

Facebook Server 
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Decision Making System 
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             Decision=        Deny,   if DVag < ½  ….(3)  

         By using the above strategies, owner (Ui) Will 

take the final decision to Allow (or) Deny the data 

object. 

4.4   DECISION          EVALUATION 

MECHANISM 

             To make an authorized decision from the 

user(Ui) of content policy evaluation schema used 

for decision making purpose.It makes privacy 

setting based on certain norms desired by an 

owner(Ui), In fig.4.3 illustrate overall scenario of 

access mechanism and its functionalities. Decision 

aggregate is being generalized and not been 

specialized under some constraints, but determines 

whether to refuse (or) to allow the content. 

        The probability flow model (PFM) used to 

predict,whether the user(Uj) will get permission for 

content from the owner(Ui).It is important to notify 

that OSNs community is defined for each and every 

user separately.Some sub-community use to define 

particular contexts.It is also possible to develop 

aggregations of OSN community in Social 

Neighborhood(SN) to form own communities.   

Using this model, some evaluation is being done. 

We used to collect some benchmark datasets from 

Facebook.Using, those datasets some evaluation are 

been done.  

 

 Disseminator                                             

 

 Stakeholder 

 

 (Share and control)                                      

                                                                                                                      (Bulid,                                (Bulid,Control) 

 (Access and Share) 

   Control) 

 Publish 

       Owner Accessor                            Owner Accessor 

 

 

               a)  A Disseminator shares other profile                                    b) A user shares his/her relationships                 

 

FIG 4.2. Profile and Personal information Sharing 
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FIG.4.3 Schematic structure of Decision Evaluation 

Mechanism 

4.4.1 A Voting Schema for Decision-Making 

       Various types of voting schemas are used for 

decision making [19].We proposes a voting scheme 

to achieve an effective user based conflict resolution 

in OSNs.Our voting schema consists two voting 

mechanisms. 

(i) Decision based voting. 

(ii) Sensible voting. 

Decision based voting: A decision value (DV) is 

enhanced from the policy evaluation is defined as 

follows, where Evaluation (P) returns the decision of 

a Policy (p). 

 

                         0     if Evaluation (p) =Deny   

  Decision=        1     if Evaluation (p) =Permit… (4) 

 

Sensible  voting: Each user assigns an SL to the shared 

data item to reflect her/his privacy concern. A 

sensitivity score (Sc) (in the range from 0.00 to 1.00) 

for the data item can be calculated based on the 

following equation: 

              Sc= (SLow+SLcb+∑iԑSS  SLi st ) x  …........(5) 

 

5. Tag Refinement Strategy 

          If user were tagged in particular photo, user 

can ensure privacy control to the particular 

photograph. Customized access permission is used 

to control and avoid undesired tagging towards 

photograph. In fig 5.a., states the complete scenario 

and overall behavior of Access customization 

towards tagging image. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 5.1 Access Customization over 

              Tagged Images 

 

5.2   Visibility Control Policy  

        If users post any message on a public wall, then 

the visibility of that post is governed as per the 

privacy policies of the user on whose wall we posted. 

However, In some situations user who is posting may 

want to control who among our common friends can 

view that post. This policy enables us to 

allow/disallow users among our common friends to 

view our post. It has been enabled by Access control 

schema. 

 

 

 

 

 

 

 

 

 

 

 

 

 

schema is being processed.Based on the hop value and 

community value(Ci),the distribution size is being 

calculated. 
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Fig 5.2 Visibility Control Policy 

 

 

 

6.  Evaluation Of Access Control Mechanism 
            A VisibilityControlList (VCL) is being 

used for the evaluation process. It is an enhancement 

of ACL (Access Control List) which used to state the 

privacy-level of each user and it state the privileges 

assigned to each individual user. 

Blog_ID Allow Deny 

1   

2   

3   

4   

Table 6 Visibility Access List 

         

             Based on VCL access permissions-whether 

to “Block “or “Deny “ the user for appropriate 

content accessing over OSN.In fig 5.a Evaluation 

result indicates the level of privacy towards contents 

that was being preserved by AC2P Protocol . 

 

 

Fig 6.1 Analyzing of DCAM model. 

 

In Fig 5.a, overall performance of a AC2P Protocol is 

evaluated based using (DV) value. This value is used 

for the prediction over OSN content. 

 

6.1 Performance Evaluation 

        Based on the contents, which was shared 

between users, are determined on the basis of 

outflow and inflow strategy. It is determined using 

some constraint equ(6). 

 

Ci=      Outflow/Inflow    Outflow < Inflow 

1              Outflow > Inflow……..(6) 

Outflow = the number of interactions, user Ui has 

with her friend. 

Inflow = the number of interactions Ui’s friends 
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Fig 6.2 Probing the risk of leakage over OSNs                       

contents 

              

           Finally, AC2P Protocol reduces risk of 

information leakage and assures ownership policy 

over user (Ui).Above fig 6.b state the privacy-level 

managed using DCAM model. 

7. CONCLUSION  

          In this paper, we has been proposed a better 

solution for both illegal content accessing of shared 

data and unwanted image tagging on OSNs. AC2P 

protocol was developed with Decision Scheme and 

Decision evaluation mechanism. In addition, we have 

introduced an approach for representing and 

reasoning about our proposed model.Tag Refinement 

is being proposed to avoid unwanted tagging and it 

preserve user and ensure ownership.So,user can make 

the decision to  allow/disallow users among our 

common friends to view our post. 

8.  FUTURE WORK 

        In future work, we are planning to determine the 

comprehensive privacy conflict resolution 

approach[21],[22]and to probe the services of 

collaborative management of shared data in 

OSN’s.We would study inference-based techniques 

[20] for automatically configure privacy preferences 

in the AC2P Protocol. Besides, we plan to 

systematically integrate the notion of trust and 

reputation into Decision making model and 

investigate a comprehensive solution to cope with 

collusion attacks for providing a robust Decision 

making  service in OSNs. 
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Abstract: SQL injection is the major susceptible attack in today’s era of web application which attacks the database to gain unauthorized 

and illicit access. It works as an intermediate between web application and database. Most of the time, well-known people fire the SQL 

injection, who is previously working in the organisation on the present database. Today organisation has major concern is to stop SQL 

injection because it is the major vulnerable attack in the database. SQLI attacks target databases that are reachable through web front. 

SQLI prevention technique efficiently blocked all of the attacks without generating any false positive. In this paper we present different 

techniques and tools which can prevent various attacks 

 

Keywords: SQL Injection, SQL injection Prevention, web application, database, vulnerable. 

 

 

1. INTRODUCTION 
Web applications are being in a much wider area these days, 

online shopping, online banking and social networking is some 

of the key users of these [21]. All these users have the utmost 

priority for their privacy and security and these are the most 

vulnerable while being online. To secure these applications two 

phases are implied. These phases are: 

 

1.1 Data base layer: The database layer provides an 

object vision of database information by applying schema 

semantics to database records, so isolating the upper layers of 

the directory service from the underlying database system. The 

database layer is an inner boundary that is not exposed to users. 

No database admission calls are made directly to the Extensible 

Storage Engine; as an alternative, all database right to use is 

routed through the database layer [23]. 

 

1.2 Application layer: refers to techniques of shielding 

Web applications at the application layer (last layer of the 

seven-layer OSI model) from nasty attacks that may picture 

private information. Protection is applied to the application 

layer especially to protect against illegal access and attacks.  

 

Advantages of Web Security: 

1. Internet sites are well-liked targets for crackers, and even 

without mean forces security holes can permit accidents 

happen.  

2. A secure network is a good network. 

3. This doesn't make it easy to take part in a web site. Scripts 

may require access to sensitive information, or at least 

information you don't want in the public domain before you are 

prepared. 

 

SQL injection is one of the most serious threats to the data 

security of all web applications. SQL injection attack allows 

attackers to gain control of the original query, illegal access to 

the database and extract or transform the database [1]. The main 

cause of SQL injection vulnerabilities is: attackers use the input 

support to attack strings that contains special database 

commands. An SQLIA occurs when an attacker change the 

SQL control by inserting new keywords [2]. A successful SQLI 

attack hinder privacy integrity and availability of information 

in the database. In most of cases, SQL Injection is used to 

initiate the denial of service attack on web applications. The 

strictness of the attacks depends on the role or account on which 

the SQL statement is executed. 

An attacker needs to know loop holes in the application before 

launch an attack. Attackers use: input format, timing, 

performance and error message to decide the type of attack 

suitable for an application. Database is the heart of many web 

applications, basis for which database more and more coming 

under great number of attacks. SQLIAs occur when data 

provided by the user is incorporated directly in the query and is 

not appropriately validated. 

 

1.3 Vulnerability 
Table 1 present the most common security vulnerabilities found 

in web programming languages [21]. 

 

Table 1: Types of Vulnerabilities 

Vulnerability 

Types 

Description 

Type I No clear distinction between 

data types received as input in 

the programming language 

used for the web application 

development 
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Type II  

Delay of operation analysis 

till the runtime phase where 

the current variables are 

considered rather than the 

source code expressions. 

Type III The validation of the user 

input is not definite. Attacker 

taking advantages of 

insufficient input validation 

can utilize mean code to 

conduct attacks. 

Type IV Puny concern of type 

specification in the design. A 

number can be used as a 

string or vice versa. 

 

2. TYPES OF SQLI ATTACK 
The SQL injection attacks can be performed using a variety of 

techniques. Some of them are specified as follows: 

First Order Attack: Attackers aim the database with 

strings attached to an input field and receives the answer 

immediately. Such attacks which exploit the lack of validation 

in the input field parameter are known as first order attacks 

[21]. 

Second Order Attack: An attacker attacks the 

database with inserting mean queries in a table but implement 

these queries from other actions [21]. 

 

Tautology Attack: Conditional operators are used by 

the attackers in the SQL queries such that the query always 

evaluates to TRUE [1,2,6,10]. 

For example, SELECT * FROM employee WHERE name = '' 

OR '1'='1'; 

 

Logically Incorrect Queries: An illegal query used 

by the attacker to glance at the whole database [1,2,6,10]. 

For example, "SELECT * FROM employee WHERE id =" + 

name + ";" 

 

Piggy-backed Query: In this attack, attacker tries to 

add on supplementary queries but terminates the first query by 

inserting “;” [1,2,7]. 

For example, SELECT * FROM employee WHERE id=1; 

DROP TABLE employee; 

 

Inference: The main goal of the inference based attack is 

to change the activities of a database or application. There are 

two well-known attack techniques that are based on inference: 

blind injection and timing attacks 

 

Timing attack: In these types of attack an attacker 

observe the database delays in database response and gather the 

information. WAITFOR, IF, ELSE, BENCHMARK [1,2] 

cause delay in database response. 

For example, SELECT * FROM employee WHERE id=1-

SLEEP(15); 

 

Blind injection: In this situation an attacker performs 

queries that have a Boolean result [1]. 

For example: SELECT * FROM employee WHERE id = '1008' 

AND 1=1; 

 

Alternate Encoding: Attacker modifies the injection 

query by using alternate encoding such as hexadecimal, ASCII 

and Unicode [1,2] .    

For example: SELECT * FROM employee WHERE 

id=unhex('05');        . 

 

Union Query: An attacker makes use of vulnerable 

parameters and attach injected query to the safe query by the 

word UNION and get data about other tables from the 

application. 

For example: Select * from company where name=‟ ‟ union 

select * from employee –„and Password=‟anypwd‟ 

Stored Procedure [10]: A stored procedure is a cluster 

of Transact-SQL statements compiled into a single execution 

plan. As stored procedure could be coded by programmer, 

attacker can execute these built in procedures. 

 

3. RELATED WORK 
There are many ways to prevent SQL injection attacks 

[1,2,7,14,15]. The various types of existing techniques for 

preventing SQL injection are as follows: 

 

Negative Tainting, [1] Preventing SQL injection 

attack using negative tainting provide uniqueness by using 

linked list. This approach works on the untrusted strings and 

provides good response time for large database programs. This 

approach consists of (1) Identifying hot spot from the 

application (2) To find out SQL injection attack using negative 

tainting. (3) Inserting newly identified SQL injection attacks to 

get better accuracy. 

 

Positive Tainting, [2] Positive tainting focuses on the 

recognition and marking of trusted strings. It uses the concept 

of syntax sensitive estimation. This system works in following 

manner- (1) Identifying trusted data source. (2) Allowing only 

data from such sources to suit a SQL keyword or operator in 

query strings. Trusted data strings can be more readily known. 

WASP (Web Application SQL injection Preventer) tool have 

implemented this approach. This approach is defined at the 

application level and it requires no alteration of the runtime 

(JVM) system, and it imposes low execution overhead. Positive 

tainting used to check SQLIA at the runtime. WASP tool works 

fruitfully but it blocked over 12000 attacks without generating 

false positives. 

 

Input Filter Technique, [4] An SQL injection attack 

is interpreted differently on different databases. This technique 

provides the general solution to solve this problem. Depending 

on number of space, double dash and single quote the count 

value of the input value is increased by 1 because default count 

of the query is 1. Then the fixed count value and dynamically 

generated count compared to check SQL injection attack. But 

this technique has limitation that it works on single quote, 

double dash and space only. 

 

Query Transformation and Hashing, [7] This 

technique uses a lightweight method to prevent SQL injection 

and works in two ways. Fist is to convert the query into 

structural form than parameterized form. Second apply an 

appropriate hash function to create unique hash key for each 

transformed query by using suitable hash function. Only the 

hash keys are stored instead of transformed query. A primary 

index can be created for fast and proficient searching. As this 

approach is proficient but it does not prevent second order SQL 
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injection attacks and this approach can neither be applied to 

prevent XSS attacks. 

 

SQL-ID, [14] 
 Kemalis and Tzouramanis have suggested novel specification-

based methodology for the detection of exploitations of SQL 

injection vulnerabilities in “Specification based approach on 

SQL Injection detection” [3]. A Java-based application 

monitors by this system and identify SQL injection attacks in 

real time. 

 

Dynamic Candidate Evaluations Approach, 

[15] 
Bisht et al. propose CANDID. It is a Dynamic Candidate 

Evaluations method for automatic prevention of SQLInjection 

attacks. This structure dynamically extracts the query structures 

from every SQL query location which are intended by the 

developer (programmer). Hence, it solves the issue of manually 

modifying the application to create the prepared statements. 

 

AMNESIA,[16] - AMNESIA approach for tracing SQL 

input flow and generating attack input, JCrasher for generating 

test cases, and SQLInjectionGen for identifying hotspots. The 

experiment was conducted on two Web applications running on 

MySQL1 1 v5.0.21. Based on three attempts on the two 

databases, SQLInjectionGen was found to give only two false 

negatives in one attempt. This framework is efficient 

considering the fact that it emphasizes on attack input 

precision. Besides that, the attack input is properly matched 

with method arguments. The single disadvantage of this 

approach is that it involves a number of steps using different 

tools. 

 

SQLrand,[17] SQLrand approach is proposed by Boyd 

and Keromytis. To implement this approach, they use a proof 

of concept proxy server in between the Web server (client) and 

SQL server; they de-randomized queries received from the 

client and sent the request to the server. This de-randomization 

framework has 2 main advantages: portability and security. The 

proposed scheme has a good performance: 6.5 ms is the 

maximum latency overhead imposed on every query. 

 

SQLIA Prevention Using Stored 

Procedures,[18]  Stored procedures are subroutines in 

the database which the applications can make call to . The 

prevention in these stored procedures is implemented by a 

combination of static analysis and runtime analysis. The 

stagnant analysis used for commands identification is achieved 

through stored procedure parser and the runtime analysis by 

using a SQLChecker for input identification.  This paper has 

proposed a combination of static analysis and runtime 

monitoring to fortify the security of potential vulnerabilities. 

 

Adaptive algorithm,[19] 
This method consists of the top features of parse tree validation 

technique and code conversion method. This technique parse 

the user input and verify whether its prone, if there is any 

chance of vulnerability present then code conversion will be 

applied over the input. This paper had also surveyed various 

SQL injection methods and techniques against SQL injection. 

It has also presented the algorithm to apply for the vulnerable 

code. 

4. COMPARISON 
The main goal for future improvement is to improve the 

efficiency of the technique by reducing false positive. Table 2, 

[1] shows a chart of the schemes and their prevention 

capabilities against various SQL injections attacks and précis 

the results of this comparison. 

 

Table 2: comparison of various prevention schemes and various 

attacks 

 

 

5. CONCLUSION 
With above data in place it can be reviewed that database 

security is major issue in today life. This paper presents a 

survey report on the SQL injection attacks and how attacks are 

implemented on the database using SQL queries. We first 

identified the various types of SQL injection attacks and then 

we examine various prevention techniques. Finally a 

comparative analysis of various types of prevention techniques 

of SQL injection is presented. 
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Abstract: Grid computing is a modularized way of structuring network resources so as to share the information and resources, to 

perform heavily intense problems. Grid computing is a part of distributed processing which allows the distribution of the problem over 

multiple computational resources. The formation of grid decides the computation cost, the performance metrics of the operation to be 

carried out. The grid computing favours the formation of an adhoc structure formed at the time of request (it does not hold an 

infrastructure) that is termed as virtual organization. This paper presents dynamic source routing for modeling virtual organization. 

 

Keywords: Grid computing, grid layers, virtual organization, MSVOF Mechanism, minimum path algorithm, pipelining VO formation 

 

 

1.       INTRODUCTION 

In the modern world, scientific problem has grown 

beyond proportion; hence the computation could take time 

anywhere between hours and years. This is due to the 

presence of huge data set or the complexity of the 

computation. The best way to deal with this is the 

distribution of problem’s data set over multiple 

computational units which led to the concept of GRID 

computing. Grid is a type of parallel and distributed system 

that enables sharing, selection and aggregation of 

geographically distributed autonomous resources 

dynamically based on their availability, capability and 

cost. 

2.      ARCHITECTURE OF GRID 

Grid computing involves a five layered 

architecture providing protocols and services at different 

levels of layers. 

 

2.1    Layers of Grid 

2.1.1    Fabric Layer: 

 

Fabric layer takes the bottom of the layered 

architecture that provides shareable resources such as 

network bandwidth, CPU, time, memory, etc. Operating 

System, queuing system and processing kernel also forms 

the part of this layer. 

 

2.1.2     Connectivity Layer 

 

The protocols related to the communication and 

authentication becomes the part of this layer. 

 

 

2.1.3     Resource Layer 

This layer specifies the protocols for operating 

with the shared resources. These protocols are concerned 

about the allocation and monitoring of resources. 

 

 

 
 

Figure : Architecture Of Grid 

 

 

2.1.4    Collective Layer 

This layer holds general purpose utilities like 

directory services, diagnostic services, data replication 

services, etc. 

 

2.1.5    Application Layer 

This layer is the placeholder where the user’s 

applications are deployed. 
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2.2    Types of Grid 

Grids are categorized into five types based on their 

utility. 

 

2.2.1  Computational Grids:  

These are the grids capable of providing secure 

access to computational resources for complex 

computation which would require high computing 

machines. 

 

2.2.2     Utility Grids:  

These are the grids that promote the sharing of 

CPU cycles, software and peripherals like sensors, etc. 

 

2.2.3     Data Grids:  

These are the grids that offers database storage 

related functionalities. 

 

2.2.4     Collaborative Grids:  

These are the grids that lead to formation of social 

web forums. 

 

 

3.       VIRTUAL ORGANIZATION IN 

          GRID 

 
A virtual organization is a collection of 

geographically distributed functionally and diverse entities 

that are linked to each other by means of electronic 

communication. VO are always formed suddenly in an 

adhoc fashion, they perform task assigned and then 

dismantle them immediately. The mechanism that decides 

the formation of virtual organization pattern contributes to 

the revenue and the cost of the computation. 

 

Dynamic grid Virtual organization is collections of 

workspaces with the computing systems which gets tasks 

in a sequential manner and gets a separate method for each 

computing system and get that job completed and gives the 

output.  

 

3.1     Necessity for VO Formation 

          Algorithm: 

 

Virtual Organization is formed with electronic 

communication. But when it is grouped together formation 

is more important to organize it in a sequential way. So 

that the task can be performed in a good manner and then 

the cost also will be decreased so that we are using 

formation algorithms for VO. We have used some previous 

algorithms like Merge and split VO formation (MSVOF) 

and Random Select Virtual organization Formation 

(RSVOF), Same Size Virtual organization formation 

(SSVOF), Grand Coalition VO formation (GVOF). In this 

paper we have introduced Pipelining Virtual Organization 

Formation (PVOF). 

 

4.      MSVOF MECHANISM 
 

This mechanism is to find the minimum cost 

between the nodes and splitting it into some partitions and 

execute their program. This algorithm comes after some 

analysis on Random Select VOF and Grand Coalition 

VOF.  

 

VO ={{Vo1},... {Vom}} 

Map program P on each Si € VO 

repeat 

stop T rue 

for all Si, Sj € VO, i≠ j do 

visited[Si][Sj] False 

end for 

{Merge process starts:} 

repeat 

flag T rue 

Randomly select Si,Sj € VO for which 

Visited [Si][Sj]=False; i ≠ j 

visited[Si][Sj]T rue 

B&B-MIN-COST-ASSIGN(Si U Sj) 

{Map program T on Si [ Sj} 

if (Si U Sj) €{Si,Sj} then 

Si Si U Sj {merge Si and Sj} 

Sjϕ {Sj is removed from VO} 

for all Sk €VO, k ≠ i do 

visited[Si][Sk] False 

end for 

end if 

for all Si,Sj€VO, i ≠ j do 

if not visited [Si][Sj] then 

flag False 

end if 

end for 

until (|VO|=1) or (flagT rue) 

{Split process starts:} 

for all Si € VO where |Si| > 1 do 

for all partitions {Sj,Sk} of Si, 

where Si=SjU Sk, Sj ∩ Sk=ϕ do 

B&B-MIN-COST-ASSIGN(Sj) 

{Map program P on Sj} 

B&B-MIN-COST-ASSIGN(Sk) 
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{Map program P on Sk} 

if {Sj,Sk}€Si then 

Si Sj {that is VO=VO\Si} 

VO=VO U Sk 

stop False 

Break (one split occurs; no need to check other splits) 

end if 

end for 

end for 

until stop=T rue 

Find k=arg max Si € VO {v(Si)/|(Si)|} 

Map and execute program P on VO Sk 

 

Algorithm-1 : MSVOF Algorithm 

 

Symbols Description 

VO Virtual Organization 

P Program 

Si, Sj, Sk Nodes 

 

 

We can see this algorithm has 2 major parts. In the 

first part of this algorithm it finds the min cost of 

consecutive nodes and merging into VO through merge 

algorithm. In the second part the merged nodes are 

separated through split algorithm based on their cost. It is 

based on the nodes cost and not about the job. Also, the 

execution time is not measured accurately. So we are 

moving for another formation mechanism called PVOF 

(Pipelining Virtual Organization Formation). 

 

Here we are proposing pipelining VO formation. 

This is used to split the job first, then process the job, then 

concatenate it for the desired output. To get the shortest 

distance and choosing the correct node we are using the 

min path algorithm. It used to connect all the nodes and the 

shortest distance between all the nodes.  

 

4.1       Min Path Algorithm: 

 
 

 
 

 

 

To find the minimum cost we are using the min 

path algorithm. From this all the modes of the VO will be 

connected and the resources will be shared among the 

Grids. The cost will be the distance between one node to 

the other. This min path algorithm to define the minimum 

cost of the traversing nodes as well as the time consumed 

is given as follows: 

 

 

 IntV = VO->V; 

    structnode result[V];  

    intx = 0;  // E An index variable, used for result[] 

    intj = 0;  // A variable, used for sorted nodes 

 // array of nodes 

    nsort(VO->node, VO->X, sizeof(VO->node[0]), class); 

    // Allocate memory for creating V ssubsets 

    structsubset *subsets = 

        (structsubset*) malloc( V * sizeof(structsubset) ); 

    // Create V subsets with single elements 

    for(intv = 0; v < V; ++v) 

    { 

        subsets[v].parent = v; 

        subsets[v].rank = 0; 

    } 

    // Number of nodes to be taken is equal to V-1 

    while(x< V - 1) 

    { 

        // Step 2: Pick the smallest node. And increment the 

index 

        // for next iteration 

        structnodenext_node = VO->node[i++]; 

         intk = find(subsets, next_node.src); 

        intl = find(subsets, next_node.dest); 

         // If including this nodedoes't cause cycle, include it 

        // in result and increment the index of result for next 

node 

        if(k != l) 

        { 

            result[x++] = next_node; 

            Union(subsets, k, l); 

        } 

        // Else discard the next_node 

    } 

         for(i = 0; i< x; ++j) 
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        print("%d -- %d == %d\n", result[j].src, 

result[j].dest, 

                                                   result[j].weight); 

    return; 

} 

 

Algorithm 2 : Min Path Cost Algorithm 

 

Symbols Description 

V Virtual Organization 

n No. of Nodes 

k Index 

node VO node 

 

 

By using this algorithm we are finding the 

minimum cost path for the given VO formation. With 

respect to the given cost, the minimum path has been 

detected. The VO following this will be the final solution 

for the given problem.  

 

After detecting the minimum path we have to 

divide the original job into the sub tasks. Then the subtasks 

will be divided into some other sub tasks. In this Fig 2.1 

the minimum path calculated VO has been given. 

 

 

 
 

5.       PIPELINING VIRTUAL 

          ORGANIZATION FORMATION: 

 
We are going for the pipeline algorithm which can 

be used to divide the task into sub tasks and then process 

it. It will process the subtask1; at the same time it will 

process the subtask2 in another VO. So it works with 

parallel time at distributed VO grids. It is given by the 

algorithm as follows: 

 

G={{Vo1},{Vo2},{Vo3},…} 

for all VOx,VOy €G where x≠y do 

for all partitions {Vox,Voy} of G 

where Vox=Vox U Voy ∩ Voz 

Map program P for min cost on Voy 

Map program P for min cost on Voz 

If {Voy,Voz}>Vox then 

VoxVoyi.e G={G/Voy} 

G=GUVoz 

Stop  false 

Break (one split occurs;no need to check other splits) 

end if 

end for 

end for 

until stop = True 

Find z=arg max Vo€G{Vox/Voz} 

Map and execute program P on VOz 

 

 

Algorithm 3 : Parallel VO Formation 

 

Symbols Description 

G Virtual Organization 

P Program 

Vox, Voy VO node  

 

 

This algorithm is used to break the task into sub 

tasks and then doing the jobs in parallel time. In this 

algorithm G is having the virtual organization group which 

is divided into some other VO. Then the task will be 

provided into that VO. VO1 is the group having some grid 

formation. In that, the tasks will be shared among them and 

processed. 

 

The minimum cost of VO will be calculated before 

executing this algorithm. Based on that cost, the task will 

be shared and executed. The advantage of this approach is 

to achieve the output by using parallel systems and 

memory usage efficiently. 
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6.        EXPERIMENTAL ANALYSIS: 

 In network stimulator (NS2), we have 

implemented PVOF and MSVOF with different number of 

nodes and cost. It is given from the output that PVOF is 

better than MSVOF based on their performance, since 

PVOF is performing many tasks at the same time. So it is 

better in performance. NS2 stimulates the MSVOF as well 

as PVOF with the exact monitoring values.  

 

Based on the cost and number of nodes the PVOF 

will give output. If the number of nodes is increased, then 

the minimum cost will also be calculated and the cost also 

increased. Based on the experimental and performance 

analysis it shows that the PVOF is better than MSVOF. It 

has been calculated through our experiments.  

 

 

 
 

The PVOF is based on time and not based on the 

number of nodes, because it splits the task with respect to 

time. MSVOF does not split the task. PVOF gives the 

output based on time. The proposed PVOF gives better 

performance than MSVOF based on the experimental 

results.  

 

 

 

 

7.       RELATED WORKS: 

Grid Information service architecture defines low 

level enquiry protocol and registration protocol to 

incorporate individual entities and discovery strategies.  

 

These combined Grid protocols are constructing 

high level services that are having the capabilities of 

brokering, monitoring, fault detection and trouble 

shooting.  

 

Through Monitoring and Discovery System  

(MDS-2) architecture, information services have been 

implemented in Globus tool kit which is widely used. This 

architecture has to develop flexible configuration tools for 

VO formation and should extend our security model. [1] 

 

The Xtreem OS (Linux-based Operating System) is 

used to support VO Management. It is based on Linux 

operating system. It is providing core grid services to 

handle different collaboration models. It ensures the 

scalability and compatibility across all the applications. 

This is implemented in three flavors, i.e. Clusters, PCs and 

Mobiles. This will pose new challenges in cloud 

computing for trustworthy mechanism and services. This 

will take an effort to explore the architecture for Cloud 

Domains for managing credentials and ensuring security 

among users and resources. [2] 

 

Security will play an essential part in exchanging 

data. SSL (Secure Socket Layer) is used to exchange data 

instead of message level security. When the message level 

security is not required we can use SSL. In message level 

security Web Services (WS) Secure Connection is used. 

But it is not suited for huge number of clients. [3] 

 

When Globus toolkit is facing few security issues, 

it has been proposed with some improvements from the 

previous versions and evolution of open grid services 

architecture. It needs some more to extend experimental 

works in WS routing for compatibility, implementing the 

standard services and identity mapping. [4] 

 

 

The Virtual Grid is similar to physical grid with 

the workspaces of their applications. It should have coarse 

grained control over workspace images via attestation. 

Thus virtual organization works flexibly and independently 

in a specific way and provides the workspace to be 

deployed from different communities and platforms. It 

reduces the administrative cost of maintaining grid 

resources. Much research is going for virtual playground 

which consists of group of virtual organization and also 

ensuring the security in the virtual playground. [5] 
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The Grid Trust Security framework is used for 

trust and security in the Next Generation grid architecture. 

The Grid Trust approach has 3 layers. Grid Application 

layer, Grid Service middleware layer, grid foundation 

layer. This architecture works with the last 2 layers. It 

composes of tools and services authorizing credentials and 

ensuring that the service task has been completed. It uses a 

secure resource broker and a reputation service in the 

middleware and in the foundation layer. Also, it has VO 

level policies and computational level policies. [6] 

 

 

8.        CONCLUSION: 

We have already started using Grid Programming, 

so it is important to know what kind of results we are 

going to give to the real world. Here we have used PVOF 

for organization of the Virtual Grids. In future, exploring 

the dynamic representation of grid and examining the 

process flow will be an added advantage. It will reduce the 

cost management and the execution time. 
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Abstract:-This paper presents embedding of data in an image using pixel-value differencing technique. This scheme is used to 

embed large amount of data by changing the difference between two pixels so that we are able to increase the embedding capacity. 

There is another technique that is pixel value shifting which also increase the embedding capacity but according to this scheme 

capacity will increase at edge areas of image. 

 

Keywords: - Capacity; Pixel-value differencing; Image quality 

 

1. INTRODUCTION 
Nowadays, the Internet has become a common 

communication channel. Communicating in public system 

means that some problems need to be faced, such as data 

security, copyright protection, etc. Ciphering is a well-

known method for security protection but it has the 

disadvantage of making a message unreadable thereby 

attracting the attention of eavesdroppers. This makes 

steganography which hides data within data a good choice 

for secret communications. One of the best-known 

steganographic methods is the least significant- bit (LSB) 

substitution[1]. The simple LSB substitution method 

replaces the length-fixed LSB with the fixed length bits. 

Although the technique is efficient, it is rather easy to create 

a noticeable distortion for the human eye or can be detected 

by some programs. Therefore, several adaptive methods 

have been proposed for steganography in order to decrease 

the distortion caused by the LSB substitution[3]. In addition, 

some methods use the concept of human vision to avoid the 

detection of Programs. Now a technique “pixel-value 

differencing” steganographic method that used the 

difference value between two adjacent pixels in a block in 

order to determine the number of embeddable secret bits . 

This difference value is adjusted so as to embed the secret 

bits, and the difference between the original and new 

difference values is adjusted between the two pixels. To 

check the proposed method, author applies the dual statistics 

method , called as RS-diagram, to detect the function of 

embedding method. In RS-diagram, first of all, the 

discrimination and flipping functions are applied to define 

pixel groups: Regular (R), Singular (S), and Unusable (U). 

Then, the percentages of all groups of Regular and Singular 

with masks m= [0110] and −m= [0−1−1 0] are computed, in 

which they are represented as Rm, R−m, Sm, and S−m, 

respectively. Finally, the RSdiagram applied hypotheses of 

Rm ~= R−m and     S ~= S−m S−m to present the detected 

resultant. There is a method which combines the pixel-value 

differencing and LSB replacement method. This approach 

provides higher capacity[2] than pixel-value differencing, 

but it does not pass the detection of RS-diagram. But pixel-

value differencing method not only provides high capacity 

but also passes the detection of RS-diagram:- 

 
Fig1:- RS-diagrams yielded by the dual statistics method for experimental of stego-images by two methods. (a) Conventional 2-bits LSB 

substitution; (b) pixel-value difference method. 

 
In this paper, we propose an efficient steganographic scheme 

to hide data imperceptibly in gray-level images. This scheme 

is based on the property of human eye, which is more 

sensitive to the change in the smooth area than the edge area. 

In this paper, we process a block of four neighboring pixels 

simultaneously. The number of secret bits to be embedded 

in a block depends on the degree of smoothness or sharpness. 

Each four-pixel block is divided into two two-pixel groups, 

and each group is processed using the approach of pixel-

value differencing. In order to extract the embedded data 

correctly, some schemes are designed cleverly to 

differentiate which pixels belonging to different groups. 
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Some conditions will cause a block to be abandoned without 

embedding. To overcome this obvious drawback, a new 

technique known as pixel-value shifting is proposed.  

 

2. LITERATURE REVIEWS 
Steganographic method hides secret data in graylevel images 

by pixel-value differencing[4]. First, the host image is 

partitioned into non-overlapping consecutive two-pixel 

blocks by scanning all the rows of the host image in a zigzag 

manner. A difference value d is calculated from the two 

pixels, say pi and pi+1, of each block. By symmetry, only 

the possible absolute values of d (0 through 255) are 

considered and they are classified into a number of 

contiguous ranges, called as Ri, where i=1, 2, 3, . . ., n. The 

width of Ri is ui −li + 1, where ui is the upper bound of Ri 

and li is the lower bound of Ri. The width of each range is 

taken as a power of 2. This restriction of width facilitates the 

embedding of binary data. If d falls in smooth area, less 

secret data will be hidden in the block. On the other hand, if 

d falls in sharp area, then the block has higher tolerance and 

thus more secret data can be embedded inside it. Suppose 

that d falls into the range Rk. The number of embedding bits 

is determined by the width of Rk. Therefore, the embedding 

operation is to replace d with a new difference value d_, 

which is the sum of the embedded value and the lower bound 

of Rk. Finally, an inverse calculation from d_ is performed 

to generate the new gray values of the two pixels in the 

block. Note that the new gray values of the two pixels must 

lie in between the range [0, 255]. Therefore, if the new gray 

values are created by value uk, which are the maximally 

possible value of d_, falling outside the range [0,255], the 

block must be abandoned for embedding data. In the 

extracting phase, the secret data are extracted from the 

blocks of the stego-image in the same order as the 

embedding phase. The number of secret bits to be embedded 

in a two-pixel block is determined by the range Rk, which is 

the range of the difference value between two pixels. In 

addition, the value of the embedded data in the block is 

calculated by subtracting the lower bound of Rk from the 

difference value of the block. Therefore, the embedded bits 

in the block can be reconstructed. To verify the security of 

the proposed method, authors apply statistic steganalytic 

technique which is called RS-diagram, in order to prove that 

the method is undetected. The results are shown in Fig. 1. 

 

3. OUR APPROACH 
In this section, steganographic scheme based on blockwise 

embedding. We use the idea of pixel-value differencing, but 

we process four pixels simultaneously in spite of two at a 

time. In the pixel-value differencing approach[5], each time 

two pixels are grouped for embedding secret data. Fig. 2(a) 

shows the only grouping result of Wu and Tsai’s method for 

a four pixel block. However, as shown in Fig. 2(b), there are 

three kinds of possible grouping results. In order to embed 

data more efficiently, we have considered different grouping 

results in our approach. Moreover, new techniques are 

proposed in order to avoid the additional information needed 

for recording the selected grouping data. The grouping, 

embedding, and extracting procedures of our approach are 

described in the following subections. 

 

 
Fig:-2 Grouping results of a four-pixel block: (a) the only grouping result  (b) all possible grouping results. 

 

3.1 Pairwise grouping of a block 
The host images used in our scheme are 256 gray value. Two 

difference values d1 and d2 are computed from each non-

overlapping block with four neighbor pixels, say pi,j, pi,j+1, 

pi+1,j+1, and pi+1,j, of a given host image. The strategy of 

partitioning the host image into four-pixel blocks is to run 

through all the rows in a raster scan. The four 

pixels pi,j, pi,j+1, pi+1,j+1, and pi+1,j are then renamed as 

p1, p2, p3, and p4, and their corresponding gray values g1, 

g2, g3, and g4 satisfy the condition g1 ≤g2 ≤g3 ≤g4. The 

four-pixel block is partitioned into two two-pixel groups (g1, 

g4) and (g2, g3). The group which belongs to pi,j is defined 

as group1, and the other is defined as group2. In our scheme, 

the two group differences are computed as (g4 −g1) and (g3 

−g2). The group difference of group1 is denoted as d1, and 

the group difference of group2 is denoted as d2. The 

difference value di (where i = 1 or 2) may be in the range 

from 0 to 255. 

 

3.2 Data embedding 
The secret message can be seen as a long bit stream. The task 

is to embed this stream into the four pixels block. The 

number of bits which can be embedded varies and is decided 

by the width of the range to which the difference values of 

the block belongs. Let the group difference di (where i = 1, 

2) falls into the range of index ki. Then, the number of bits, 

say ni, to be embedded in ith group is calculated by ni = 

log2(uki – lki + 1). We embed n1 bits and n2 bits into group1 

and group2, respectively. Let S1 and S2 be the bit streams of 

the secret message to be embedded, where |S1| = n1 and |S2| 

= n2. The two new differences d_ 1 and d_ 2 can be 

computed by:- 

d_ I = lki + bi, where i = 1, 2. 

In the above equation, b1 and b2 are the decimal values of 

S1 and S2, and are embedded into group1 and group2, 

respectively. By replacing d1 and d2 with d_ 1 and d_ 2, 

respectively, an inverse calculation from d_ 1 and d_ 2 

generates the new pixel values g_ 1, g_ 2, g_ 3, and g_ 4 of 

the pixels p1, p2, p3, and p4. For the following two reasons, 

the pixel values g_ 1, g_ 2, g_ 3, and g_ 4 need to be 

modified further. One is that all values g_ 1, g_ 2, g_ 3, and 
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g_ 4 must fall into the range [0, 255]. The other is that the 

two groups need to be distinguished after embedding. The 

key point in order to successfully distinguish between two 

groups is to maintain the two intervals [g_ 1, g_ 4] and [g_ 

2, g_ 3] such that one of them contains the other. 
 

3.3. Data extracting 
The process of extracting the embedded message is similar 

to the embedding process with the same traversing order of 

visiting all blocks. First,were name the pixels of a block as 

(p1, p2, p3, p4) and distinguish group1 and group2. Then, all 

values of di (i = 1, 2), ki (i=1, 2), and ni (i = 1, 2) of this 

block are found. Note that the calculation of these values is 

the same as the embedding process, except that the block 

now comes from stego-images. The bit-stream values b1 and 

b2, which are embedded in this block are then extracted 

using the following equations: 

bi = di – lki , where i = 1, 2  

Finally, each value bi is transformed into a bit stream with 

ni bits. 

 

4. EXPERIMENTAL RESULTS 
 

         
(a)                                                                                           (b) 

 

 

 
(c) 

Fig:-3. Two of the experimental host images with size 512×512: (a) Peppers; (b) Baboon (c) Leena. 
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(a)                                                                                                (b) 
Fig:-4. Two secret images with size 256×256: (a) Boat; (b) Airplane. 

 
In our experiments, we used two host images with size 

512×512. These are shown in Fig. 3. Two sets of widths, 

which partition the range [0, 255], are used in the 

experiments. The first experiment selects the widths of 8, 8, 

16, 32, 64, and 128, which partitions the range [0, 255] into 

ranges [0, 7], [16, 31], [32, 63], [64, 127], and [128, 255]. 

The second experiment is based on the widths of 16, 16, 32, 

64, and 128. We used a random bit stream, images “Boat” 

and “Sailboat” as separate secret messages in the 

experiments. Images “Boat” and “Airplane” are 256×256  as 

shown in Fig. 4. If a random bit stream is used as secret data, 

then the values of PSNR and capacities are the averages of 

the results obtained by 100 times executing the different 

random bit streams. 

 
Table 1:- The capacities and PSNRs for embedding random bit stream, image Boat, and image Sailboat by our approach. 

 
 
Table 2:- The results of our approach using the widths of 8, 16, 32, 64, 128, and 8. 

 

The capacities and PSNR of embedding the results of two 

sets of widths are shown in Table 1. The capacities of the 

second experiments are higher than that of the first 

experiment. This is due to the fact that the second 

experiment uses larger widths. Consequently, the values of 

PSNR of the second experiment are worse.

5. ANALYSES AND DISCUSSIONS 
There are three conclusions shown in this section. First, our 

approach finds out more edge areas for various images. In 

other words, more secret could be embedded into the edge 

areas by means of our scheme. Second, our approach can 

avoid the conditions of falling out of the boundary. We 

propose the skill of pixel-value shifting to shift the pixel 

values. It can solve the conditions of falling out of the 

boundary, and hence increase the embedded messages shows 

the amounts of pair wise pixels falling out the boundary . 

Although the amounts of falling out of the boundary are not 

large in this method, however, our approach guarantees that 

all pair wise pixels are usable. Finally, there is a partition 

scheme of range, but it is not practical. In their partition, the 

later ranges are larger for the reason that edge areas can 

tolerate larger distortions. Therefore, their partition of range 

is reasonable. We suggest a more practical partition with 

widths 8, 16, 32, 64, 128, and 8. The experimental results are 

shown in Table 2 hence capacities  increase 17,344–42,270 

bits and the PSNR values are still accepted by human eyes. 

 

6. CONCLUSION 
This Paper presents the technique for embedding the data 

keeping human vision in mind. Here I use blockwise 

approach in which I process four pixel block simultaneously. 

According to pixel value differncing, if a block in a sharp 

area then embedding capacity will increases. Therefore, by 

this approach large amount of secrete data can be embedded 

in host image. 
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Abstract: Vehicle License Plate Recognition (VLPR) is an important system for harmonious traffic. Moreover this system is helpful in 

many fields and places as private and public entrances, parking lots, border control and theft control. This paper presents a new 

framework for Sudanese VLPR system. The proposed framework uses Multi Objective Particle Swarm Optimization (MOPSO) and 

Connected Component Analysis (CCA) to extract the license plate. Horizontal and vertical projection will be used for character 

segmentation and the final recognition stage is based on the Artificial Immune System (AIS). A new dataset that contains samples for 

the current shape of Sudanese license plates will be used for training and testing the proposes framework. 
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1. INTRODUCTION 
Therefore, many control and surveillance applications have 

been used VLPR Vehicle license plate recognition (VLPR) is 

an important component for automating many control and 

surveillance systems, such as road traffic monitoring, parking 

lots, access control, highway electronic toll collection, red 

light violation enforcement, finding stolen cars, gathering 

traffic flow statistics [1]. 

For the last few decades and due to the difference of license 

plates in formats, styles, colors and size from country to 

others the field of VLPR and its application has attracted 

many researchers in many countries to search and develop 

systems in order to identify their own vehicles license plate 

numbers. So far, many methods have been proposed for 

VLPR depending on the country’s license plate 

characteristics.  

VLPR is a technique that involves  image processing 

technology and computer vision. Recognition/identification 

algorithms are generally composed of four major parts; pre-

processing, license plate localization/detection, character 

segmentation and character recognition, and each part may 

contain several steps.  

A considerable amount of literature has been published on 

VLPR, some of the related work is as follows: Saqib Rasheed, 

Asad Naeem and Omer Ishaq [2] proposed a technique of 

automated number plate recognition, which using canny edge 

detection operator and Hough lines for license plate 

localization, and template matching in  recognition part. 

In the recognition system proposed by Alginahi [3] for Saudi 

Arabian’s license plate, in pre-processing, the median filter is 

used to remove noise, and then the sobel detector is applied. 

As a next step, the license plate is detected by searching the 

vertical lines, then the width to length ratio is calculated if 

more than two vertical are detected.  Character segmentation 

is then performed by using the 8-connected components 

technique to find all the components (characters/numerals) on 

the plate. Then the horizontal projection profiles and zoning is 

used as features extractor. And finally to recognize the plate 

both a Mahalanobis distance classifier and a Multilayer 

Perceptron Neural Network  classifier are used. 

In [4] the Saudi Arabian’s license plate detection depends on a 

black cross that centers the plate, so an edge detector is 

applied to find the horizontal and vertical maps, then before 

median filter performed, the binary image is obtained by using 

the average value of pixels in each map as a threshold. After 

the numbers and letters were segmented the recognition part is 

performed using a template matching. 

In [5] Radial Basis Function (RBF) neural network was used 

both for the detection and recognition of Libyan’s license 

plate. The pre-possessing phase starts with obtain the binary 

scale image, performing edge detection using sobel’s mask 

operator, performing dilation process, using ‘flood fill’ 

algorithm to fill the interior gaps, applying the filtering task, 

and finally the image was smoothened by eroding it twice. 

The character segmentation phase is based on thresholding 

and CCA. A matrix of size 4 x 2 contains a character feature, 

which is obtained by dividing a character image  into a 

sequence of horizontal “scan lines” by using the raster 

scanning. 

In [6] the authors used Canny edge detection operator to 

locate the license plate in the image, the binary large object 

(blob) coloring algorithm is used in character segmentation 

part, the feature vector of a character image was encoded by 
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using Average Absolute Deviation algorithm, in the 

classification phase a multi layered perceptron artificial neural 

network model was used , in addition to, the numbers and the 

letters were classified by using two separate ANN. 

According to image segmentation and the multi-level 

thresholding problem in image segmentation, many 

techniques are proposed using Particle Swarm Optimization 

(PSO) Algorithm such as in [7,9].  

In [7] an approach on the basis of the PSO with wavelet 

mutation is used. The optimization of the multi-level 

thresholds for the images is performed by maximizing the 

total entropy of the image. In [8] the algorithm is used PSO to 

maximize the entropy criterion (Kapur’s) and between-class 

variance (Otsu’s) objective functions.[9] presents a hybrid of  

PSO and Genetic algorithm for multi-level thresholding base 

on  maximum entropy criterion .  

Other techniques are used to solve the multi-level 

thresholding problem in image segmentation as Genetic 

Algorithm in [10], Hill Climbing in [11], and Artificial Bee 

Colony (ABC) Algorithm in [12] which approximates the 1-D 

histogram of an image by calculating the Gaussian mixture 

model parameters. 

In the recognition and classification phase, AIS is the quite 

popular and active research  topic  in  recognition domain. As 

[13] and [14] describe the implementation of AISs in solving 

an image classification problem. In [13] the clonal selection 

algorithm proposed in a shape recognition problem beside 

hamming distance to calculate the affinity. In [14] the authors 

proposed a handwritten character recognition algorithm based 

on AIS by using clone selection principle . 

While this study will focus on Sudanese vehicles license 

plates, each country has its own rule on vehicle license plate 

designing. The following section will give some important 

information about the type, shape and design of Sudanese 

vehicles license plates.  

The paper is organized as follows. The next section 

constitutes an introduction about the Sudanese vehicle license. 

Section III introduces the Multi-objective optimization and 

Multi-objective Particle Swarm optimization methods .The 

complete framework is presented in details in Section IV. 

Section V present a discussion, the conclusion is presented in 

Section VI. 

2. SUDANESE VEHICLE LICENSE 

PLATE 
The Sudanese vehicles license plates are categorized in a 

number of types, that categorization was based on the 

differences of plates background color and characters color, 

some of types are mentioned in Table 1 below: 

 

Table 1. Sudanese Vehicles Plates Types 

Type 
Background 

Color 

Characters 

Color 

Private  vehicles White Black 

Commercials 

(Passenger)   
White Green 

Commercials Black White 

(Goods) 

Police Blue White 

Government Yellow Black 

 

The size of all plate types is 32 ×16 centimetres (See Figure1). 

The plate has been divided into three regions; one region in 

the upper part, that contains the name of the country 

‘SUDAN’ written in English and Arabic. The other two 

regions in the lower part, which divided by a silver metallic 

bar, one on the right this region contains numerals (1 to 5 

numbers) written in English and Arabic, and the other region 

on the left side contains characters or character and number 

written in English and Arabic, the characters are an 

abbreviation of Sudan states' names, and the number to keep 

the sequence of the numbering. This study will focus on the 

first type: private vehicles as show in Figure 1. 

 

 

 

 

 

Figure 1. Sudanese License Plate 

 

3. MULTI OBJECTIVE PARTICLE 

SWARM OPTIMIZATION 
Multi Objective Optimization (MOO) also  known  as multi 

criterion extends the optimization theory by permitting several 

design objectives to be optimized simultaneously, the goal is 

to find a set of values for the design variables that 

simultaneously optimizes several objective (or cost) functions 

[16]. In mathematical terms, A MOO problem can be 

formulated as : 

Minimize )](),.....(),([:)( 21 xfxfxfxf k


                 (1) 

Subject to the constraints 

0)( xgi


,      i = 1, 2, …, m                                    (2) 

0)( xh j


,       j = 1, 2, …, p                                    (3) 

where
T

ni xxxxg ],...,,[)( 21


 is the vector of 

design variables, n

if : , i = 1, ..., k are the 

objective functions and n

ji hg :, , i = 1, ..., m, j = 

1, ..., p are the constraint functions of the problem. The 

objectives (2) and (3) often conflict with each other. 

Improvement of one objective may lead to aggravation of 

another.  Thus,  a  single  solution which  can  optimize  all  

objective  simultaneously  does  not exist. As an alternative, 

the best trade off solutions is called the Pareto Optimal 

Solution. 

There are different approaches to solving MOO problems 

such as aggregating, population based non-pareto and pareto-

based techniques [20]. A comprehensive review of the 

32 cm 

16 cm 
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different approaches to solving MOO problems can be found 

in [20]. 

Particle Swarm Optimization (PSO) is developed by  Kenney  

and Eberhart in 1995 [17], it's a population-based 

metaheuristic inspired on the social behavior of birds within a 

flock. In a PSO algorithm each potential solution to the 

problem is called a particle and the population of solutions is 

called a swarm. The way in which PSO updates the particle 

ix  at the generation t is through the formula[22]: 

)()1()( tvtxtx iii                                                  (4)                                                                               

where the factor )(tvi
is known as velocity and it is given by 

)(*2*2

)(*1*1)1(*)(

igbest

ipbestii

xxrC

xxrCtvwtv

i

i




     (5) 

In this formula, 
ipbestx  is the best solution that x i has 

viewed, 
igbestx  is the best particle (also known as the 

leader) that the entire swarm has viewed, w is the inertia 

weight of the particle and controls the trade-off between 

global and local experience, r1 and r2 are two random 

numbers within the interval [0, 1], and C1 and C2 are specific 

parameters which control the effect of the pbest and gbest 

particles. 

The simplicity of PSO have made it a popular optimization 

approach, and a good candidate to be extended for multi 

objective optimization (MOO) [21]. This technique called 

Multi Objective Particle Swarm Optimization (MOPSO) has  

been  introduced  in [21] to  deal  with  MOO problems. More 

details about MOPSO can be found in [20, 21]  

Image segmentation based on thresholding techniques can be 

seen as a multi objective problem. Where, there is no single 

threshold objective function (criterion) able to produce an 

optimal thresholds values for all kinds of images [15, 23]. The  

use  of  MOPSO  aims to obtain a good segmentation results 

on more kinds of images. Consequently, the segmentation 

problem can be formulated mathematically as: 

Minimize/Maximize     

    ),...,( 11 Nm ttf      m = 1, 2, ..., M                        (6) 

Subject to 

    Lttt N  121 ...0                                   (7) 

Where M is the number of objective functions (criterion) used 

for the segmentation, 
it  the segmentation thresholds, and L 

the number of gray levels. 

In  our work,  two  broadly  used  optimal  thresholding 

methods namely entropy criterion [19] method and between-

class variance [18] method will be used as our objective 

functions. 

4. THE FRAMEWORK 
The proposed framework is designed for Sudanese vehicle 

license plate recognition. This system is composed of a 

number of stages as shown in figure 2 are pre-processing that 

includes the MOPSO, Plate Detection/Localization, Character 

Segmentation and AIS Recognizer/Classifier.  

The  input  of  the  system  is  the  original  image  of  the  

vehicle  in RGB scale of size 769×559 pixels taken from 

different distances and Angles. The details of other stages are 

presented in the following subsections. 

 

 

 

 

 

 

 

 

 

 

 

Figure 2. The Proposed Framework Diagram 

4.1 Pre-processing 
Pre-processing stage plays an important role, which influences 

the accuracy of the plate detection stages significantly. In this 

study the first step in pre-processing is the RGB image 

conversion into gray scale, as the gray scale decreases the 
computational time; the RGB image consists of three channels 

red, green and blue, the value of each channel in the range 0- 

256, whereas the gray scale image contains only one channel. 

Then, in this framework we apply median filtter to remove 

noises like random occurrences of black and white pixels, 

then  the image contrast will be adjusted by using histogram 

equalization technique.  

Image segmentation is a process of partitioning a digital 

image into multiple segments, so it aims to partitioning an 

image into regions in order that each region groups adjacent 

pixels having similar attributes as intensity. Multi-level 

thresholding is one of the most important image segmentation 

techniques, which decrease the number of intensity levels. 

The basic idea of multi-level thresholding technique is to 

divide the pixels into several groups based on a certain 

number of threshold values. The reason behind the adoption 

of the multi-level thresholding is to clearly separate the plate 

region in the image from the background. Therefore, the 

automatic selection of optimal thresholds has remained a 

challenge in image segmentation [15]. 

In this framework, we propose a new image segmentation 

technique based on multi objective particle swarm 

optimization MOPSO, that combines the flexibility of multi 

objective fitness functions with the power of PSO for 

searching vast  combinatorial state spaces, in order to find the 

optimal thresholds. 

4.2 Plate Detection/Localization 
The aim of this stage is to extract the license plate from the 

gray scale image. Therefore the proposed  framework  

provides  more  importance  to  this  stage  whose  success  

guarantees  the  successful performance of the VLPR system. 

RGB Image 

Pre-processing 

Character Segmentation 

Plate Detection/Localization 

AIS Recognizer/Classifier 
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English 

characters 

Arabic 

numbers 

As a first step in this stage, the gray scale image resulted by 

the previous stage will be converted to binary image using the 

well-known Otsu global thresholding method [18]. Other  

Other morphological operations may also be used in order to 

isolate the plate from the background. 

The resultant binary image will be labeled (Connected 

Components Labeling-CCA) in order to identify 

objects/regions in the binary image (each region of connected 

pixels is called connected component). Then CCA will be 

used to analyze the regions independently and measure the 

property of each region. Since the Sudanese license plate have 

a unique features such as the following: rectangular shape, the 

ratio of the width to height of the rectangle is fix and  the area 

of the rectangle, this features will be useful to identify the 

plate region. 

4.3 Character Segmentation 
Character segmentation is the procedure of extracting and 

isolating the characters and numbers (each character and 

number) on the license plate image. At this phase,  the English 

characters and Arabic numbers would be considered as output 

target in this phase. The study will focus on segmenting the 

English characters and Arabic numbers as shown in figure 3.  

 

 

 

Figure 3. English characters and Arabic numbers with in 

Sudanese License Plate 

 

At the beginning of character extraction phase and for 

accurate character segmentation first need is to remove skew 

from the extracted license plate image. The whole idea of 

skew correction depends on finding the angle of rotation, and 

then the extracted license plate image is rotated using that 

angle of rotation. Then some enhancement techniques will be 

used as well as morphological operations in order to 

overcome noise and light variance problems on extracted 

license plate image.  

Then the horizontal projection and vertical projection 

techniques were proposed to perform the character 

segmentation process [3][4]. First removing the upper part 

that containing the words ‘SUDAN  السودان’, then dividing the 

plate into two images; character on left part(left image) and 

numbers on right part(right image). Then each image is 

segmented into isolated characters and numbers after 

removing the lower part form the right image and upper part 

from the left image. After this phase all the identification 

contents of the license plate were prepared for the recognition 

phase.  

4.4 AIS Recognizer/Classifier 
The final phase in the license plate recognition process is 

character recognition. Although  there  are  many  techniques 

presented  and  applied  for  character  recognition, in  this 

work,  character  recognition  is  performed based on AIS 

[14]. 

First, all segmented characters images will be normalized and 

resized to a fixed length and width. The character recognition 

will carried out using Clonal Selection Algorithm [13]. 

In our proposed AIS the segmented characters and templates 

of English character and Arabic numbers will considered as 

antigens and antibodies respectively. The affinity will be 

calculated using Hamming Distance. 

5. DISCUSSION 
The data set that will be used in the experiments contains 200 

color  images with  a  size  of  640  ×  480  pixel,  acquired  

from Sudanese Traffic Police. The tested images have been 

acquired from the front of vehicles under various illumination  

and  weather  conditions  (sunny,  cloudy ,daytime,  nigh  

time,  rainy  days...etc(. 

The recognition system receives the image of the target 

vehicle in RGB format, the meadian filter will be used after 

the image is converted into gray scale to remove noise. 

By performing MOPSO technique on the gray scale image the 

plate region will be clearly separated from the background, 

then before applying morphological operations the image is 

converted to black and white image. 

The plate region in the resultant image is determined by 

applying CCA on the binary image, and the outputs of this 

process are rectangular shaped regions. In order to identify the 

plate region, certain features, which are unique to plate, such 

as mentioned earlier will be used. The final output of plate 

detection phase is the license plate coordinates, which are 

used to crop the license plate from the original  gray image. 

The character segmentation phase receives the extracted 

vehicle plate image as input. A pre-processing step is required 

to improve and enhance the plate image, such as skew 

correction and noise removal. Then horizontal projection and 

vertical projection techniques are used for segmentation and 

extraction process. The outputs of this phase are images of 

each English character and each Arabic number within the 

license plate. 

After the individual characters are extracted, these extracted 

characters will be passed to the AIS as antigens for 

classification and recognition task. 

6. CONCLUSION 
The purpose of this paper is to presents a framework for  an 

automatic vehicle license plate recognition system. It 

describes the proposed framework that will be use to 

recognize the Arabic numbers and English characters within 

the Sudanese private vehicle license plates. According to the 

state of the art of VLPR system a suitable collection of that 

techniques and methods has been chosen to implement the 

relevant part of this the proposed framework: MOPSO and 

CCA are chosen for plate detection and extraction; horizontal 

and vertical projection are found suitable for segmentation the 

plate character; AIS for character recognition. The proposed 

framework is expected to be able to succeed in recognizing 

the plates efficiently and accurately. 
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Abstract: In this paper we propose a system that allows a safe and secure data transfer in MANETs between the source and the 

destination. As MANETs are unplanned networks and networks of instant communication, they are prone to attacks like disclosure, brute 

force attacks etc. In this paper we mainly concentrate on limiting the disclosure attacks in MANETs. Disclosure attack means that the 

network is monitored quietly without modifying it. The monitoring of network is possible only if the traffic is known. Hiding of traffic 

between the source and destination would prevent disclosure attacks in MANETs. To hide the traffic between the source and destination 

we must identify it. The traffic is identified using STARS(Statistical Traffic Pattern Discovery System for MANETs) technique. Using 

this technique, the traffic is made observable only for the intermediary nodes and the data is sent via intermediary nodes to the destination 

as single hop. The data which is sent as single hop by hop via intermediary nodes prevents the malicious node from knowing the original 

source and destination and thus preventing MANETs from disclosure attack. 

 

1. INTRODUCTION 
As networking is becoming an increasingly important 

technology for both military and commercial applications, 

security is an essential  

requirement. MANETs are one of the network which is been 

widely used in the military environments. MANETs are used to 

start a instant communication between a source and the 

destination. MANETs are vulnerable to security attacks due to 

the lack of trusted authority and limited resources. 

In mobile wireless networks there is no infrastructure, so it 

becomes even more difficult to efficiently detect the malicious 

activities that takes place inside the network. Because of this it 

becomes easy for the malicious nodes to flood the network 

withjunk packets or reveal the information by monitoring the 

network. 

MANETs are usually prone to routing attacks because of their 

dynamic topology and less infrastructure .Attacks on network 

is of two categories 

 1.Active attacks. 

 2.Passive attacks.Active attacks are those which disrupt the 

normal functionality of MANETs such as doing data 

interruption, modification etc. Example: DoS, jamming. 

Passive attacks are those that do not disturb the functionality of 

MANETs but obtains the data that has been exchanged in the 

network. Example: traffic analysis, monitoring.Here, we 

majorly deals with passive attacks on MANETs such as traffic 

analysis and disclosure attacks. Traffic analysis in the 

MANETs are nothing but identifying the communication 

parties between whom and whom the communication is taking 

place and also finding their functionalities. This attacks takes 

place on data link layer of the network. This attacks can be 

prevented by encryption. But still nodes should continuously 

monitor time to time and look up for the malicious nodes to 

prevent from their misbehavior. 

 

 

 

 

The goal of this paper is to prevent disclosure attacks 

in MANETs. Here in this attack, the malicious nodes  

which is present as legitimate nodes in a network leaks 

confidential information to unauthorized nodes in the network. 

The best way to overcome this attack is by secure data 

transmission. For this secure data transmission, we use 

AOMDV protocol. This protocol discovers multiple path in a 

single route discovery and also uses hop- by- hop routing 

approach which hides the information about the actual source 

and the destination. 

2. RELATED WORK 
As the network evolves and the components in the network 

becomes bigger and bigger, network security becomes one of 

the important factor to be considered .By increasing the 

network security we can decrease the chance of piracy, 

spoofing , information theft etc. 

In paper [1] proposed by David L.Chaun, they used a 

public key cryptography technique to hide the participant who 

is communicating with whom in a e- mail system.  

In paper [2], Michael K.Reiter and Aviel D.Rubin introduced a 

system called CROWDS, where the users are grouped together 

to form a large group so that the web servers are unable to learn 

the true source of request. 

 In paper [3] Michael G.Reed, Paul F.Syverson 

proposed onion routing technique where data are encapsulated 

as layers to provide secure communication over public 

network.  

In paper [4] Azzedine Boukreche, Khalil El-khalib, 

Lary Korba proposed a  distributed routing protocol which 

makes sure that only the trustworthy intermediary nodes 

participate in the communication between source and the 

destination. In paper [5], Ronggong song, Lary korba, George 

Yee proposed a anonymous dynamic source routing  

(AnonDSR) to provide user security. 

 In paper [6] Yanchao Zhang,Wei Liu proposed a anonymous 
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on- demand routing protocol termed as MASK which can 

accomplish MAC layer and Network layer communication 

without disclosing the real ID's. 

 In paper [7] S.Seys and B.Preneel proposed ARM(Anonymous 

Routing protocol) for MANETs that hides the routes. 

 In paper [8]  Jiejun Kong, Xiaoyan Hong and Mario Gerla 

proposed two techniques namely identity-free routing and On - 

demand routing. 

 In paper [9] Reza Shokri, Maysam Yabandeh, Nasar Yazdani 

proposed a AODV protocol to provide sender and recipient 

relationship with least computational overhead.  

In paper [10]  Xinyuan Wang, Shiping Chen and SushilJajodia 

proposed a water marking technique to identify the long flow 

between the original packet and anonymized waterflow. 

3. PROPOSED WORK 

To disclose the hidden traffic pattern in mobile networks, 

Statistical Traffic pattern discovery system (STARS) is used. 

STARS uses two major steps. 

        

    1.Point-to-point matrix to derive End-to-End 

matrix. 

         2. Analysing the end-to-end matrix to calculate the 

probability of each node to be a source or destination. 

 
 

ROUTE DISCOVERY AND ROUTE MAINTAINENCE 

In the intermediate node ,after receiving RREQ a 

reverse entry is set up by the node and it consists of all the 

details of it.when it reaches the destination and if both the IP 

address and the conditions are met then the RREQ gets 

response from the node to the source by means of unicasting 

RERR(route maintenance) is initiated by the node upstream 

(closer to the source) of the break, Its propagated to all the 

affected destinations. RERR lists all the nodes affected by the 

link failure  Nodes that were using the link to 

route messages (precursor nodes). When a node receives an 

RERR, it marks itsroute to the destination as invalid  Setting 

distance to the destination as infinity in the route table.When a 

source node receives an RRER, it can reinitiate the route 

discovery. 

 

 

POINT-TO-POINT MATRIX: 

           With the captured point-to-point traffic(one hop) in a 

certain period T, we build up point-to-point traffic matrices. We 

construct this point to point matrices such that each traffic 

matrix contain only independent one hop packets. To avoid a 

single point-to-point traffic matrix from containing two 

dependent packets, we apply slicing technique. That is we take 

snapshots of the network and each snapshot is triggered by a 

captured packet. A sequence of snapshots during a time interval 

(Δtc) construct a slice represented by traffic matrix which is 

N*N one hop matrix. When calculating length of the time 

interval we consider two important criteria. 

       1. In the time interval node can either be sender or receiver. 

       2. Each matrix must represent one hop transmission during 

the time interval. 

The time slicing technique which is done here is to make sure 

that packets captured in time interval are independent of each 

other. Each packet p in Wc(i,j) has three features P.vsize,P.time 

and P.hop. A packet hop count is set to 1. 

 

W1=[0 1 0,0 0 0,0 0 0] 

END-TO-END MATRIX: 

          From the given sequence of point-to-point matrix we 

derive end-to-end matrix R=(r(i,j)) N*N where r(i,j) is the 

accumulative traffic volume from node i to node j. 

 

Algorithm 1. —f(W| 1*K). 

 1: R = W1 

 2: for e = 1 to K-1 do 

 3: R = g(R;We+1) + We+1 

 4: end for 

 5: return R 

Algorithm 2. —g(R,We+1) 

1: R’= R 

2: for i = 1 to N do 

3: for k = 1 to N and k ≠ i do 

4: for j =1 to N do 

5: for each x € we+1(j, k).pkt do 

6: if  y € r(i, j).pkt s.t. x.time – y.time < T 

and y.hop < H then 

7: create z with z.time =x.time 

z.hop =y.hop + 1 

z.vsize = min{x:vsize, y:vsize} 

8: r’( i, k).pkt = r’(i; k).pkt U {z} 

9: r’i; k) = r’i, k) + z.vsize 

10: end if 

11: end for 

12: end for 

13: end for 

14: end for 

15: return R’ 

Algorithm 3. —Src(R ). 

1: S0 = (1/N, 1/N, . . . , 1/N) 

2: n = 0 

3: do 

4: Sn+1 = (¢(R) . ¢ T( R)) . Sn 

5: normalize Sn+1 

6: n =n + 1 

7: while Sn ≠Sn-1 

8: S =Sn 

9: return S 

Algorithm 4. —Dest(R) . 
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1: D0 =(1/N, 1/N; . . . , 1/N) 

2: n = 0 

3: do 

4: Dn+1 = (¢T(R ). ¢ (R). Dn 

5: normalize Dn+1 

6: n = n + 1 

7: while Dn ≠ Dn-1 

8: D = Dn 

9: return D 

Algorithm 5.  

 

Given a source node i, compute the 

probability distribution vector Ls-d(i) for each node 

to be the intended destination of i. 

1: R = f(W|1 *K); 

2: D = Dest(R); 

3: W ‘|1*K = Suppress-Sender(i); 

4: R0 = f(W ‘|1*K); 

5: D-=  Dest(R’); 

6: Calculate the probability reduction vector as: 

L’s-d(1)= D -D-. If negative elements exist in L’s-d (1) 

increase each element by the absolute value of the 

smallest negative element; 

7: Normalize L’s-d (1)  to generate the probability vector 

L’s-d (1) for each node to be the intended destination of i; 

8: Return L’s-d (1) 

Algorithm 6. Given a destination node j, compute the 

 
 

 

 

 

probability distribution vector Ld-s (j )for each node to be the 

corresponding source of j. 
1: R =f(W|1*K); 

2: S = Src(R); 

3: W’|1*K = Suppress -Receiver(j); 

4: R0 = fðW ‘|1 *K); 

5: S- = Src(R ‘); 

6: Calculate the probability reduction vector as: 

L’d-s (j )S – S-. If negative elements exist in L’d-s (j )increase 

each element by the absolute value of the 
smallest negative element; 

7: Normalize L’d-s (j ) to generate the probability vectorLd-s 
(j ) for each node to be the corresponding source of j; 
8: Return  Ld-s (j ) 
Once we find the hidden traffic pattern between the source and 

destination using STARS we hide the traffic from the malicious 

nodes. This is done by making the nodes in the network 

observable or visible only for trustworthy nodes. The data is 

send from source to destination in a hop by hop manner. That 

is the information about the actual source and destination is 

hidden in the routing table. The routing table consists of source 

and the next intermediary node as destination. After one hop 

the destination node becomes the source and the next 

intermediary node in the path that reaches the final destination 

become the next destination. In this manner the data sent 

reaches the final destination. Even if the malicious nodes are 

present in the actual traffic, it cannot track or disclose the traffic 

to the unauthorized nodes which in turn leads hacking of the 

data. 

 

4. CONCLUSION 

Here we use STARS which is generally an attacking system 

that discloses the traffic pattern to the malicious nodes. Using 

the above system we find the actual traffic and hide the traffic 

to the untrustable nodes. Thus, this helps in preventing 

disclosure attacks in MANET 
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Abstract:  Information and communication Technology is a gateway through which large population of students has been addressed. 

Mobile learning technology the latest arrival highly changing the way the students learn, interact, access up to data information. It 

mainly satisfies the current and future generation which needs information at the earliest rather than later few touches. The World 

Wide Web acts as an interface in E- learning as well as in mobile learning (M-learning) environments.   It supports and facilitates 

the delivery of teaching and learning materials. M - l e a r n i n g  provides quality educational content with the help of semantic 

web technologies like Ontology. This study presents Mobile Learning framework for making efficient learning with a case study on 

cyber security. 
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1. INTRODUCTION 
 

Education is a process which enables a person’s holistic 

development of personality through knowledge acquisition. 

Learning environment has the influence on knowledge 

improvement or knowledge enhancement [8]. Teaching 

learning processes delivered through mobile devices are based 

on wired and wireless communication technologies. Mobile 

learning creates a new learning environment using handheld 

devices by interfacing world wide web and the learner [10]. 

 

Mobile learning, recent form of distant learning is an extension 

of E-learning application is shown in Figure 1, which also has 

the use of audio, visual, cognitive, cooperative and interactive 

contents delivered via smart digital electronic devices in an 

attempt to create a direct, dynamic, ongoing learning 

environment. Such form of learning enables the individual 

learner to move freely in the learning material, at the same time 

can access to knowledge sources wherever and whenever the 

learner desires.  

In the world of education and training there exist many 

definitions for mobilE-learning. Among them ADL defines 

mobile learning or “M- Learning” as the use of handheld 

computing devices to provide access to learning content and 

information resources. 

Thus M-learning overcomes the time and distance barriers of 

traditional learning and cost barrier of E-learning. 

 

 

 

 

 

 

 

 
 

Figure 1. Various Dimensions of latest learning/ Evolution of 

distant learning 

 

Ontology is a conceptual system a semantic account, which 

expresses a meta-level specification [5], and it owns the 

features like expressiveness, extensibility, interoperability, 

sharing and re-usability. 

 

The various directions of research in ontology based M-learning 

are d iscussed as re la ted work in  sect ion 2.  Section 3, 

describes the Modified Intelligent Recommender System 

for Effective E-learning Environment Architecture, 

which encompasses various activities of M-learning in 

detail. Section   4   explains evaluation and experimental 

results on the efficiency of the system. Section 5, concludes 

and guides future work. 
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2. RELATED WORK 

 

The changes in the educational scenario are wider and 

fast. Mobile learning is a personalized as well as interactive 

mode of learning. The implementation of mobile learning using 

android OS is illustrated in [3]. 

 

The meaning of mobile learning, its key issues, 

solutions and the knowledge transformation due to the 

development of mobile learning are clearly explained in [6]. 

 

E-learning fulfils the user context with the help of 

semantic web technology like ontology. Ontology based 

applications improve the understanding of concepts, critical 

thinking and creative thinking using the semantic learning 

environment is discussed [9].  

 

 IRS-EEE presents the effective E-learning 

environment using concept oriented, ontological content 

management. The essentials of semantic web are emphasized in 

[11]. 

 

 The cost and portability while using laptops for E-

learning are high. This paper tries to overcome the cost and time 

barriers. 

 

3. MODIFIED IRS-EEE 

ARCHITECTURE 

The Modified IRS-EEE Architecture (Figure 2) is 

based on the semantic structure, promises a powerful approach 

to satisfy the M-learning requirements. This Semantic 

architecture of M-learning has four layers such as User Layer 

(UL), Service Layer (SL), Content Management Layer (CML) 

and Database Layer (DBL). 

The semantic based IRS-EEE architecture [11] is structured 

to satisfy E-learning requirements, of the user which is 

tailored to deliver the content through mobile devices result 

into the modified IRS-Architecture is an extension of the 

IRS-EEE. This architecture has four layers such as User Layer 

(UL), Service Layer (SL), Content Management Layer (CML) 

and Database Layer (DBL).  

1. User layer 

The two types of users of this layer are 

Provider and student .This system revolves around the 

users.  The user profile is stored and updated whenever 

needed. 

 

A. Data Provider 

The role of provider in this system is to 

monitor user’s profile, presenting the content, adding 

and updating the contents, questions, assessment of 

outcome and learner’s performance and tracking the 

performance of the entire system. Provider has the 

facility to convert the web pages into compatible 

mobile device content.  

 

 

B. Learner 

The learner is the next stage user. The 

learners are the Persons/Students using advanced 

cellular phones or smart phones having the link to 

internet. Using such phones is regarded as more 

trendy, fashionable and prestigious among the young 

education by means of mobile devices is gaining 

efficiency in its design methods. 

 

Figure 2. Modified IRS-EEE Architecture 

C. Mobile devices 

Typical examples of mobile devices include 

smart phones, tablets, laptops, and personal media 

players. We limit our implementation in smart phones 

and tablets only because they are highly portable (than 

laptop etc.,) and easy to handle. These mobiles 

devices have the property to produce unique 

educational affordances: portability, social 

interactivity, context sensitivity, connectivity and 

individuality [4]. 
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2. Service Layer 

 

A. Profile management 

The function of the Profile management 

module is to maintain all the related information 

about the learners, and there interactions etc. it 

also, updates and keeps track of the consistency of 

data by proper updating process. 

B. Mobile course delivery 

                Presently mobile learning is regarded as a 

core pedagogical activity in higher institution of 

learning and the instructional technology insist the 

content transmitted through mobile technology is 

mostly social, to a lesser extent and economic [6]. The 

content of a particular concept or sub-concept is 

observed and learned by the learner. An effective 

learning environment is provided with the help of 

ontology and sub-ontology based concepts. The 

learners should concentrate an assessment before 

beginning to learn a concept known to be pretest.  

 

C. Evaluation and Feedback Provider 

Once the student has finished the course, 

he/she would take up a post-test. During the test 

multiple-choice questions related to the topic are 

presented in slides and answers are gathered using 

SMS facilities of the mobile phones of the students 

that are illustrated in Figure 3.The results are 

compared with pretest to assess the improvement of 

the user [1] and the skills gained by the user. Test 

results are Tracked and stored to assess their 

improvement, and it is used as a measure of input of 

M-learning. It provides the facility that the learner can 

give feedback about the presentation of the content 

and about the ease of access. 

 

 
Figure 3. Evaluation and feedback process 

 

The design of CML presents and preserves the hierarchical 

course structure with their semantic relationship between the 

concepts. 

 

 

3. Database layer 

   The database components of user layer 

contain all the required information about learners. This 

layer maintains the databases with users’ profile, ontology 

based content, test score and tracking status of the every 

learner. 

 

4. EVALUATION AND EXPERIMENTAL 

RESULTS 
 
                The mobile platforms targeted for the study included 

android, Smartphone platforms provide a mobile web browser 

with support for HTML5. These direct-touch Smartphone 

platforms are specifically targeted as they provide a superior 

user experience compared to non-touch mobile devices. In 

addition, we need to provide the best possible user experience 

on mobile to see its confirmation. 

The course on CYBER SECURITY is selected as sample course 

for M-learning to provide awareness of Information Security 

and give an exposure as a spectrum of security activities, 

methods, methodologies, and procedure. Our M-learning course 

includes the topics like security principles, threats, attacks, 

security models, security policies, overview of authentication, 

encryption, and certification, security detection, business risk 

analysis, protection of information assets. 
This course is developed and pilot-tested.  For this study, 

Bachelor of Science in computer science students are chosen 

from different colleges which are geographically distributed 

from urban, semi-urban and rural colleges of Madurai Kamaraj 

University and they have participated in this study with the 

condition that 

 

1. Learner should have knowledge of computers. 

2. Learner should have smart phones or tablet Pc 

linked with internet and sizable   storage. 

 

Once the learner enters into modified IRS-EEE he/she has to   

sign-in and enter his profile. The admin has approved the learner 

.The learner selects the course. Before the course content is 

presented there is pretest. The selected course is divided into 

blocks of related concepts. After careful learning of the concepts 

to estimate their capture before the course MCQ (Multiple 

Choice Questions) is given. MCQ assessment is one of the best 

and often used Formative Assessment tool [7] post-test is 

conducted to measure the knowledge improvement in the 

domain and the efficiency of the system. 

The efficiency of the system is measured using the 

parameters like ease of interactivity, independency, instant 

access, storage and maintenance which are measured against 

Learners satisfaction in percentage. The results of the study 

shows the acceptance of mobile learning that is following 

shown in Figure 4. 
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Figure 4. Comparisons of E-learning and M-learning 

Compared to traditional learning environment E-learning 

changes the environment from classroom to computers that to 

be transferred to just a touch in M-learning. 

The new generation prefers much than E-learning for its 

features like cost effectiveness. Personalization but the system 

maintenance is less in E-learning than M-learning which is 

shown in Figure 5.  

 

Figure 5. Student Access mobile vs laptops 

 

5. CONCLUSION 
 

 As computer and Internet become essential tools for 

education; technology becomes more mobile, affordable, 

effective and easy to use. This offers many opportunities to 

widen participation and access to ICT, particularly the Internet 

(infoDev, 2010). Mobile devices such as phones and PDAs are 

much more affordable than desktop computers, and therefore 

represent a less expensive access to the internet (even if the 

cost of the connection may be higher) (InfoDev, 2010). The 

introduction of the Tablet PC can now access mobile internet 

with much functionality than desktop computers. 

Mobile devices can be used anywhere, anytime, 

including at home, on the train, in hotels-this is invaluable for 

work-based training. 

 It is much easier to accommodate several mobile 

devices in a classroom than several desktop computers. 

Future mobile technologies may be able to present textbooks, 

create database, aid in library utilization, and foster contextual 

learning. Mobile learning has become an integral part of 

education in many parts of the world, and new research 

advances in design and implementation will ensure its 

increasing importance. 
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