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Abstract: The explosion of mobile devices has fuelled the advancement of pervasive computing to provide personal assistance in this 

information-driven world. Pervasive computing takes advantage of context-aware computing to track, use and adapt to contextual 

information. The context that has attracted the attention of many researchers is the activity context. There are six major techniques that 

are used to model activity context. These techniques are key-value, logic-based, ontology-based, object-oriented, mark-up schemes and 

graphical. This paper analyses these techniques in detail by describing how each technique is implemented while reviewing their pros 

and cons. The paper ends with a hybrid modeling method that fits heterogeneous environment while considering the entire of modeling 

through data acquisition and utilization stages. The modeling stages of activity context are data sensation, data abstraction and 

reasoning and planning. The work revealed that mark-up schemes and object-oriented are best applicable at the data sensation stage. 

Key-value and object-oriented techniques fairly support data abstraction stage whereas the logic-based and ontology-based techniques 

are the ideal techniques for reasoning and planning stage. In a distributed system, mark-up schemes are very useful in data 

communication over a network and graphical technique should be used when saving context data into database.   
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1. INTRODUCTION 
With the proliferation of mobile devices, one looks to 

pervasive computing to provide personal assistance in this 

digital world. Pervasive computing refers to obtaining 

available data any time at any place. One critical aspect of 

pervasive computing is context-aware computing in which 

applications are made to track, use and adapt to contextual 

information. The definition of context by Dey and Abowd [1] 

which is also adopted in this work is, “Any information that 

can be used to characterize the situation of an entity. An entity 

is a person, place or object that is considered relevant to the 

interaction between a user and an application including the 

user and application themselves”. The relatively important 

contexts [2], [3] are location, time, identity and activity. The 

first three contexts are obtained through well-known 

mechanisms. The location context can be determined when 

the device is outdoor through Global Positioning System 

(GPS) [4] or indoor through radio frequency technologies like 

Bluetooth [5]. Concerning the time of the day, the clock 

system of a mobile device can be used in connection with 

external authenticated system [6]. However, many techniques 

are employed in tracking activity context. This paper reviews 

the prominent techniques stating the pros and cons of the 

various mechanisms. The paper ends with the best approach 

for activity modeling through the various stages of data 

acquisition and interpretation. 

Context modeling is the process of identifying the appropriate 

contextual information of interest and establishing 

relationships and reactions among the pieces of contextual 

information. Schmohl and Baumgarten in [7] suggested that 

context modelling requires two phases: the first phase is to 

determine the conceptual abstraction of real world 

characteristics. The second phase is to map the concepts on a 

context model that represent the information.  To sense and 

interpret contextual information, many components are 

required. The core components are sensors, middleware, 

context repository, context reasoning and communication 

interface. Context sensor can be hardware or software that 

fetches raw data for contextual information. Because the raw 

data cannot be interpreted by high level languages [8], there is 

the need for a middleware that refines the raw data from 

sensors into the required data structures [9]. The context 

repository stores the current context based on the data 

structures generated by the middleware. Context reasoning 

infers new context based on the current context information 

obtained from the middleware. The context reasoning relies 

on a set of rules [10] to infer the new context. Communication 

interface is required in distributed system. Reasoning 

mechanism may commit contextual updates into a network or 

may request contextual information through a network. The 

context reasoning after inference passes the message to the 

context-aware application which uses the information to adapt 

itself through the execution or termination of certain 

programs. A conceptual view of the context utilization 

mechanism is illustrated below: 

Figure 1 Context Acquisition and Utilization Framework 

There are six mechanisms or models that can be used to sense 

and interpret a context within the various components stated 

above. These are key-value, mark-up scheme, graphical, 

object-oriented, logic-based and ontology-based models 
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2. MODELING TECHNIQUES  
The six modeling techniques that can be used to model 

activity context are discussed in details below. To illustrate 

how each model is implemented, the following case study is 

model during the discussion of the various techniques. “A 

computer science book (BK) is read by computer scientist 

(CS). BK has Title, ISBN; Author, Barcode as its attributes. 

The title and author are string data type whereas ISBN and 

Barcode are integer data type. The author is usually computer 

scientist who of course is a human. Humans are characterized 

by name and age being string and integer data types 

respectively.”  

2.1 Key-Value Models  
They require simple data structures to associate context 

attributes with specific values of conceptual information [7]. 

Schilit et al in [11] used key-value pairs to model the context 

by assigning the value of context information to an 

environment variable in an application. From the case study 

above, the characteristics of the entities – BK and CS – which 

form the keywords for the modeling are: 

 BK: title, ISBN, author, barcode 

 CS: name, age 

Since human and CS are the same in terms of characteristics, 

human is ignored in the modeling. The characteristics that can 

be used to identify BK are ISBN and barcode. Both features 

are of integer data types, though barcode are sometimes 

alphanumeric. This work restricts itself to only numeric 

barcodes. It is therefore not applicable to alphanumeric 

barcodes. There is other integer feature called age that belongs 

to CS. However, the length of age should not be more than 

three. Barcode has varying length but usually more than three. 

Similarly, the length of ISBN is more than three. Hence, every 

set of data consisting of numeric characters with length 

greater than 3, is associated with BK. The other features of 

BK are author and title. They cannot be used in our model 

since author and title consist of set of characters similar to the 

features of CS. Thus to avoid ambiguity, author and title are 

ignored. Similarly, the name feature of CS is also ignored. 

Regarding CS, the characteristics the can be used to identify 

CA is the age. Thus if the data is integer with length less than 

or equal to three, then CS is being referenced. The figure 

below gives the key-value model for the above case study 

Figure 2 Key-Value Sample Model 

There is no relationship established between BK and CS as 

discussed above. The characteristics provided should be 

followed closely so that entities can be identified and 

reasoning inferred. It can be deduced that key-value model is 

flexible and easy to manage in a small system. However, the 

model limits the amount of data. The model is also application 

dependent and is not adaptive. There is no validation support 

and relationship modeling. 

2.2 Mark-up scheme models 
They used hierarchical data structures based on mark-up tags 

with attributes and comments. It is based on serialization of 

Standard Generic Mark-up Language (SGML), the superclass 

of all mark-up languages. Among the commonly used mark-

up schemes are eXensible Mark-up Language (XML) and 

Resource Description Framework (RDF). XML is used to 

package data or information and RDF is used for conceptual 

description or modelling in web resources using a data 

serialization format. The above case study is designed using 

XML. XML file cannot contain multiple root elements. Thus 

each root element – BK, CS and Human – are contained in 

separate files. In the figure below, only section of BK is 

implemented. 

 

Figure 3 Mark-up Sample Model 

Some researchers extended RDF capabilities to Composite 

Capabilities/Preferences Profile (CC/PP) [12] and User Agent 

Profile (UAProf) [13] which allow the definition and 

preferences in context delivery. For instance, in [14] and [15], 

the researchers designed Comprehensive Structured Context 

Profile (CSCP) and CC/PP Context Extension respectively to 

handle the limitation of CC/PP. The limitation of CC/PP is 

that it allows specific values only. Another context modelling 

approach which does not follow CC/PP is the pervasive 

Profile Description Language (PPDL) [16]. This is an XML-

based language for designing interaction patterns on limited 

scales. In order to reduce bandwidth consumption, XML can 

be combined with JavaScript Object Notation (JSON) [17] 

which reduces the transmission time of context-aware 

applications. JSON is lightweight data exchange format that 

allows computers to generate and parse data easily and faster. 

Mark-up schemes are flexible and structured. There are 

available tools for processing and very useful when data is 

travelled along a network or communication link. 

Unfortunately, mark-up schemes depend on the application 

and information is hard to extract. 

2.3 Graphical models 
They represent contextual entities and their relationships 

graphically using tools like Uniform Modelling Language 

(UML) and Entity Relationships (ER) schemas. UML is very 
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expressive since it uses directed graph to indicate the 

relationships between concepts. However, it is difficult to 

work with UML [18] due to its increasing complexity. As of 

2016, there are more than fourteen different diagrams making 

it virtually impossible for developers to recognize. ER on the 

other hand describes conceptual pieces as entities and the 

interactions as relationships. The major limitation of ER is the 

lack of semantics between the entities due to limited 

representation of relationships, data manipulation, constraints 

and specifications between entities. The above case study is 

modeled using ER. The entities in the case study are CS, BK 

and Human 

Figure 4 Sample Entity Relations Graphical Model 

To handle the limitations of ER, extensions are provided by 

researchers through the additions of extra features in context 

modeling. Bauer in [19] used UML extensions to model air 

traffic management system. Another type of graphical model 

is the Object-Role Model (ORM) [20] which is a conceptual 

level modelling method to handle the semantics of data and its 

interrelationship among the data. ORM models concepts as 

facts [21]. The work in [22] extended ORM by employing 

contextual classification and description properties which 

introduced history fact to cover time aspect of the context and 

fact dependencies. Thus a change in one fact automatically 

leads to a change in another fact. According to Mohan and 

Singh in [21], formal semantics of ORM and Context 

Modeling Language (CML) can be supplemented to provide 

integration with other implementations. Graphical modeling 

technique as its strength provides relationship modeling, 

flexible implementation and it is very useful for data storage 

and historic context store [23]. However, the limitations of 

graphical modelling technique include its complexity to 

retrieve information which requires obligatory configuration. 

It does not support interoperability between heterogeneous 

implementations. 

2.4 Object-Oriented Models 
They employ the use of object-oriented characteristics such as 

encapsulation and reusability. Encapsulation hides the 

implementation of objects whiles reusability allows models to 

be reused. The Active Object Model of the GUIDE project in 

[24] was based on object-oriented model. In object-oriented 

model, entities are modeled using classes which are 

implemented as objects. The attributes are implemented as 

data fields or variable in object-oriented model whereas entity 

behaviors are modeled as methods (in Java) or functions (in 

C++). The above case study is modeled using Java in the 

figure below. 

Figure 5 Object-Oriented Sample Model 

The object-oriented model provides relationship modeling. 

The tools for processing are available and it allows every 

integration whiles supporting data transformation over 

network or communication link. It is however, limited by its 

complexity to retrieve information. 

2.5 Logic-based Models 
They use rules and expressions to define a context. Logics are 

used to define conditions for formulating expressions or facts. 

It is best used at the reasoning section of a context-aware 

application. The first logic based context modelling approach 

occurred in 1993 by McCarthy [25] and refined in 1997 [26]. 

The refined work introduced abstract mathematical entities 

complemented with useful properties in artificial intelligence 

which allowed simple axioms to be used in common sense 

phenomena. Akram and Surav in [27] tried to give theoretical 

semantic model of natural language in a formal logic system. 

Many researchers had focused on first order logic in their 

implementations. Gray and Salber in [28] used it to represent 

contextual propositions and relations. In [29], first order logic 

was used in connection with Boolean algebra to design 

middleware infrastructure called Gaia which allowed various 

rules to describe context information. It was used in [30] to 

describe context information properties and structure and the 

kinds of operations they can perform. Another application is 

to use logic based model with other modelling techniques. Gu 

et al in [31] proposed Service-Oriented Context-Aware 

Middleware (SOCAM) architecture for building context-

aware services. In their model, first-order predicate calculus 

was used to model a context and used different modeling 

techniques, ontology based model written in Web Ontology 

Language (OWL) as a collection of RDF triples, to describe 

the context predicate. Using the first order logic, the following 

model can be obtained from the above case study: 

, (is-isbn(x) ˅ is-barcode(x) => BK (x)) 

, (  (is-name(x) ˄ is-age(y) => CS (x,y))) 
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, (is-CS(x) => is-Human (x)) 

, (is-BK(x) => ¬ is-CS (x)) 

, (is-BK(x) => ¬ is-Human (x)) 

 , (  ((is-author(x) ˄ is-title(x)) ˅ ¬ is-age (y)) => 

BK(x,y))). 

The above first order logic can also be described using 

fuzzy logic. The figure below illustrates the fuzzy logic 

representation.  

Figure 6 Fuzzy Logic Sample Model 

The strengths of logic-based model are that it generates high-

level context based on low-level context. It is simple to use 

and simple to model. Its limitation is the complication of its 

applicability. It is also difficult to maintain due to partial 

validation 

2.6 Ontology-based Models 
Ontologies are used to represent concepts and their 

interrelationships. This model enables contextual knowledge 

sharing and reusability [7]. Ontologies are the most expressive 

context representation models [8] that support dynamic 

aspects of context awareness. However, they require ontology 

engines which have high requirements on resources producing 

negative performance impact on local context processing 

where resource-constrained devices are employed. Among the 

prominent proposal on ontology based modeling techniques 

are SOUPA [33] for pervasive environment and CONON [34] 

for smart home environment. The figure below illustrates the 

ontology model of the above case study.  

 

 
Figure 5: Ontology Model Sample 

 

The ellipses define the basic classes and every arrow defines a 

relation between these entities. The rectangles are added to 

show data type values for completion.  

OWL-DL is the choice for model context [32] or its 

variations since it is supported by a number of reasoning 

services. Web Ontology Language – Description Logic 

(OWL-DL) allows definition of classes, individuals, 

characteristics of individuals and relations between various 

individuals. The figure below illustrates the OWL – DL 

version for some part of the model. 

 
Figure 6: OWL-DL Model Sample 

 

Generally, ontology based models support semantic 

reasoning, provide an easier representation of context and 

provide support by standardization. It is however, complex to 

retrieved data. Also, it can be deduced from the OWL-DL 

model in Figure 6 that it is inadequate in defining complex 

context descriptions and thus affects context ontological 

reasoning.  

 

3. BEST CHOICE TECHNIQUE 
What is the best technique(s) to use to model activity context? 

The works of [21] and [35] introduced hybrid approach by 

combining different modelling techniques to improve 

performance.  Perera et al in [36]  surveyed high-level context 

modelling techniques and concluded that diversification of 

modelling techniques is the best way to provide efficient 

results which will lessen each other’s weaknesses. Finally, 

[23] discussed the context modelling techniques and used 

logic based technique to model spatiotemporal context. They 

finally concluded that no modelling technique is ideal to be 

used in a standalone manner. From the above discussion, it is 

therefore laudable to combine modeling techniques to produce 

efficient results. Thus the best technique from context 

acquisition to utilization is hybrid 

There are many stages involved in sensing and interpreting 

context. At each stage, it is better to study the strengths and 

limitations of each modelling technique and decide the better 

technique. For example, at the middleware layer, if the 

abstracted context is to be sent via network, it will not be 

appropriate to use logic-based modeling, graphical modeling 

and key-value modeling techniques. However, mark-up and 

object-based modelling techniques can be used depending on 

hardware, software and architectural heterogeneity and 

interoperability between the communicating devices. 

Similarly, it will be ideal to model context reasoning using the 

logic-based modeling technique when the application chooses 

to use the usual if-then rule set mechanisms. Hence the 

dynamic behaviour of the context-aware system cannot be 

overlooked when choosing context modeling techniques. The 
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figure below illustrates the appropriate modeling techniques 

that can be used at the various modeling stages from which 

the desired method can be selected. 

Figure 7 Modeling Implementation of Activity Context Life 
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