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Abstract- IBM is the world's largest manufacturer of computer chips. Although it has been challenged in recent years by 

newcomers AMD and Cyrix, Intel still Predominate the market for PC microprocessors. Nearly all PCs are based on Intel's x86 

architecture. IBM (International Business Machines)IBM (International Business Machines) is by far the world's largest information 

technology company in terms of Gross ($88 billion in 2000) and by most other measures, a position it has held for about the past 

50 years. IBM products include hardware and software for a line of business servers, storage products, custom-designed microchips, 

and application software. Increasingly, IBM derives revenue from a range of consulting and outsourcing services. In this paper we 

will compare different technologies of computer system, its processor and chips. 
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I. INTRODUCTION 
 

Intel is the American company headquartered in Santa Clara, 

California. Intel is one of the world largest and highest 

valued semiconductor chip makers, based on Gross. It is the 

Discoverer of the x86 series of microprocessors, the 

processors found in most personal computers. Intel supplies 

processors for computer system manufacturers such as 

Apple, Samsung, HP and Dell. Intel also 

makes motherboard chipsets, network interface 

controllers and integrated [1, 2] circuits, flash 

memory, graphics chips, embedded processors and other 

devices related to communications and computing. Intel 

Corporation was founded on July 1968 by semiconductor 

Innovators Robert Noyce and Gordon Moore and to a great 

degree associated with the executive (Administrator) 

leadership and Imagination of Andrew Grove, Intel 

combines advanced chip design capability with a leading-

edge manufacturing capability. Intel was an early developer 

of SRAM and DRAM memory chips [3-8], which 

represented the majority of its business until 1981. Although 

Intel created the world's first commercial microprocessor 

chip in 1971, it was not  

 

until the success of the personal computer (PC) that this 

became its primary business. During the 1990s,  Intel 

invested heavily in new microprocessor designs fostering the 

rapid growth of the computer industry During this period 

Intel became the dominant supplier of microprocessors for 

PCs, and was known for aggressive and anti-competitive 

tactics in defense of its market position, particularly 

against Advanced Micro Devices (AMD), as well as a 

struggle with Microsoft for control over the direction of the 

PC industry. 

 

 

 

 

II. HARDWARE 

SPECIFICATIONS 

We’ll compare Intel’s Xeon E5-2698 v3 (Haswell) and 

IBM’s ISeries 8286-42A (POWER8) processors for our test 

applications. The test application is a Monte-Carlo 

simulation, pricing a portfolio of LIBOR swaptions [9-14] 

and simultaneously computing first order sensitivities 

(Greeks) to the initial forward rates using path-wise Adjoint 

Algorithmic Differentiation (AD). The LIBOR market 

model is applied to simulate thousands of possible future 

development paths for the LIBOR forward rates, using 

normally-distributed random numbers. Within each of these 

Monte-Carlo paths, the value of the swaption portfolio [15] 

is then calculated by applying a portfolio payoff function. 

For ad joint differentiation, the algorithm is then executed in 

reverse to find the Greeks. To obtain the final results, both 

the price and the Greeks are averaged across all paths [16, 

17].  

The processing graph in Figure 1 illustrates the application: 

 

Figure 1: Processing Graph 
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III. BENCHMARK SETUP 

The test systems had the following configuration: 

 CPU: 2x Intel Xeon E5-2698 v3 (HT on) and 2 x 

POWER8 8286-42A (SMT on) 

 OS: RedHat Enterprise Linux 6.6 and Ubuntu 14.10 

 RAM: 256GB 

 Compiler: Intel Compiler 15.0 and IBM Compiler 13.1 

The application was compiled with maximum optimization 

settings, fast math mode, and tuning for the target processor 

architecture. The generated code makes extensive use of 

low-level processor features, such as vector extensions, 

fused [17-22] multiply-add instructions, cache 

optimizations, etc. 

IV. INTEL vs. IBM 

POWER8-based uniprocessor/dual processor systems can 

execute more work more quickly than Intel E5 7v2 Xeon-

based servers.  POWER8 can process four times as many 

threads as its E5 v2 competitors; the POWER8 clock speed 

is faster; and POWER8 can work on significantly more data 

in cache than E5 v2-based servers.    Furthermore, POWER8 

memory bandwidth is much faster than the Intel 

environment.  What  all  of  this means  is  that  POWER8-

based  servers  can  outperform  E5  v2-based  servers  

(helping enterprises achieve  results more quickly); and 

POWER8-based servers are also more efficient  (meaning 

that enterprises will not need to buy as many servers to 

execute workloads.  This will help enterprises save BIG 

MONEY by not having to purchase as many software 
licenses).  

1. Both microprocessor/server environments have 

been designed to process Web, file and print, 

email, database, vertical-specific applications, 

high performance computing and cloud 

workloads;  

2. POWER8 processors are more efficient than Xeon 

processors;  

3. Due to processing and bandwidth advantages, 

POWER8-based servers can deliver results more 

quickly. 

4. POWER8-based servers are better suited for data-

intensive environments; and,  

5. When executing identical workloads, POWER8-

based servers will cost less that E5 v2-based 

competitors (due to aggressive IBM pricing and 
numerous efficiency advantages).  

V. BACKGROUND 

In June, 2013, Intel released the first member of its dual 

processor E5 v2 family – the Xeon E5-2692 v2 (Intel now 

offers 38 different E5 v2 processors that operate at varying 

speeds, with from four to fifteen cores per processor).  These 

processors have been designed largely to serve the Windows 

and Linux marketplaces [23-28].  There is a lot to like about 

this family of microprocessors as compared with the 

previous Xeon generation because these processors 

(codenamed “Ivy Bridge”) offer more cores, more cache, 

faster speed, lower energy consumption, and 

reliability/avail-ability/serviceability extensions).  But 

probably the biggest improvement in Xeon v2 architecture is 

the amount of main memory that can now be addressed [29-
33].  With v2 architecture, x86 servers will  

Someday be able to address up to 16TB of main memory in 

large, scale-up configurations. Clabby Analytics  is  

impressed with both architectures.   We  like  the way  Intel 

has  finally addressed  the memory  limitations  of  scale-up  

x86  architectures  (the  subject  of  this  report).    But  we  

are  especially impressed  with  the  processor  efficiency,  

performance  and  bandwidth  improvements  offered  with 

POWER8-based systems.  With a faster clock speed; with 

the ability to process four times as many threads per  cycle  

as  x86 processors; with  three  times more on-chip  cache; 

with  four  to  six  times  the memory bandwidth  –  and with  

access  to up  to  80 TB of Flash using  the newly  introduced  

coherence  attached processor  interface  (CAPI)  –  IBM  has  

created  a  systems  environment  with  POWER8  that  has  

been designed to very significantly outperform Intel Xeon 

architecture.   The way we see it, this new generation of 

POWER8-based servers has literally been “designed for 

data”.  We see the current generation of single and dual-

socket systems as a true threat to the x86 dominance of the 

scale-out Linux marketplace.  And, as larger and large 

configurations come to market, we expect to see a lot of 

POWER8-based servers configured for large database-in-

memory processing – and given POWER8 performance  

advantages,  these  new  in-memory  servers  will  raise  the  

performance  bar  for  database processing in the future. The 

Primary Differentiators: Performance and Efficiency As we 

compared Intel’s Xeon E5-2692 v2 with IBM’s POWER8 

architecture from both a processor design and subsystem 

perspective [34], it became readily apparent that both chips 

were designed to process serial, parallel and data-intensive 

workloads – but it also became clear that IBM’s POWER8 

architecture was designed to deliver high-performance while 

operating far more efficiently [35] than Intel’s Xeon 
architecture.   

 To illustrate these points, consider the following: 

Performance – IBM’s POWER8 is more than 25% faster per 

clock cycle than Intel’s E5-2692 v2 (IBM operates at 4.15 

GHz per clock cycle; Intel’s E5-2692 v2 runs at 2.697 GHz).  

POWER8 offers three times more on-chip cache (data in 

cache can be read faster – leading to faster performance and 

faster results).  Further, POWER8 can address almost 25% 

more main memory than the E5-2692 v2 – again placing 

more data closer to the processor where it can be read and 

acted-on more quickly.  And POWER8 can receive data 

from memory four to six times faster than Xeon bus can.  The 

combination of a faster processor with access to more cache 

and memory – with significantly faster memory bandwidth 

– make POWER8 processors more powerful than Xeon E5 

architectures.  Efficiency – POWER8 offers a 12 core 
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processor configuration that can process 8 threads per core 

(or 96 threads simultaneously per clock cycle).  By 

comparison, Intel’s E5-2697)  has 12 cores but can only 

process two threads per core for a total of only 24 threads 

per clock cycle.  This one design difference – processor 

efficiency – is extremely important when comparing 

POWER architecture to Xeon x86 architecture.  A single 12 

core POWER8 processor can process over three times as 

much data per clock cycle as compared to a 12 core Xeon 

E5-2697.  What this means is that it could take up to three 

Xeon servers to do the work of a single POWER8-based 

server.  It also means x86 buyers would potentially need to 

purchase up to three times the number of software licenses 

when opting for a Xeon-based server solution.   Figure 2 

presents a side-by-side comparison of Intel’s Xeon E5-2697 

v2 versus IBM’s POWER8architecture.  Especially 

important to note are: 2. The # of threads/core (POWER8 

can process 8 threads per core per clock cycle to Intel’s two 

threads) – this gives IBM a huge processor efficiency 

advantage over Xeon;  

The amount of data that can be placed in cache (POWER8 

offers over three times as much cache).  It should also be 

noted that POWER8 can also make use of 128 MB eDRAM 

L4 cache that resides just off the chip.  All of this close-

proximity cache gives IBM’s POWER8 a huge data 

processing speed advantage over Intel’s Xeon E5 

architecture; and, 3.  The memory bandwidth speed 
(POWER8 is almost four times faster than Xeon).  

In addition to huge performance and efficiency advantages, 

IBM has also “CAPI-enabled” its POWER8 processors.  

With POWER8, IBM has placed PCIe Gen 3 logic directly 

on the chip – andhas built an interface to this logic known as 

the coherence attached processor interface (or CAPI).  As 

illustrated in Figure 2, CAPI is a customizable hardware 

accelerator that enables devices, Flash and coprocessors to 

talk directly and at very high speeds with POWER8 

processors.  Xeon offers a similar interface known as Quick 

Path Interconnect (QPI) – the primary differentiator [36] is 

that CAPI is an open interface while QPI is not. 

VI. SUMMARY OBSERVATIONS 

When selecting computer systems, the primary goal of 

information technology (IT) decision makers should be to 

pick the computer system best suited to most efficiently 

execute assigned workloads.  By choosing the right 

information systems IT executives can lower computing 

costs (because fewer computing systems are needed, and 

because fewer software licenses will be required).  Further, 

more efficient systems often yield faster computing results 

(a Quality-of-Service [QoS] consideration).  Accordingly, 

the choice of infrastructure (microprocessors, system 

designs, systems software) matters tremendously. The major 

differentiators when comparing Xeon 35 v2 processors with 

POWER8 microprocessors can be found in performance and 

efficiency:  

1. Performance –   POWER8’s clock speed is almost 

25% faster than the E5-2692; it has access to three 

times more on-chip cache – and data in memory can 

be fed to POWER8 which is four times faster than 

its Xeon competitor.  This kind of optimization 

makes POWER8 a Formidable competitor – 

especially when running data-intensive 

applications.    

2.  Efficiency – When running the same workload on 

a POWER8 as compared with a Xeon E5 

Competitor, expect more work to be processed per 

clock cycle (to be precise, expect three 

Infrastructure Matters: POWER 8-based Power 

Systems vs. x86 Servers 

3.  Times as much work to be processed per clock 

cycle).  Because POWER8 can process more work 

More quickly, expect to have to use fewer 

POWER8-based systems to handle an identical 

workload (Or expressed differently, expect to need 

to purchase up to three Xeon E5-based servers to 
handle  

4. The same amount of work as a POWER8-based 

server.  Also expect to spend up-to three times more 

money for additional software licenses). IBM’s 

POWER8 announcement focused quite a bit on the 

performance and efficiency benefits that Can be 

derived by adopting POWER8-based scale-out 

Power Systems.  But we are also intrigued by some 

of the new innovations taking place within the 

Power Systems.  At Clabby Analytics, we Believe 

that, over the next several years, hundreds of new 

hybrid coprocessor products will come to market – 

bringing new innovations and new performance 

deltas along with them. The comparison is shown in 
Table 1. 

 

VII. PERFORMANCE 

COMPARISON 

 Intel Xeon E5-

2697v2 

powers8 

 

Processor speed 2.697 GHZ 4.15 GHZ 

Cores(singale 

socket) 

12 12 

Threads/core 2 8 

Max main 

memory 

768G 1Tb 

Memory 

controllers 

1 2 

Level 1 32Kbi+32kbD/core 64 kb/core 

Level 2 256KB/core 512KB/core 

Level 3 30MB/chip 96MB/chip 

Memory 

bandwidth 

59.7GB/s 230GB/s 
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We compared the computation times of the test application 

on both processors, excluding the random number 

generation as shown in Figure 2. The test swaption portfolio 

consists of 15 trades and 80 forward LIBOR rates are 

simulated. Thus the portfolio’s price and 80 Greek values are 

calculated below is a plot of the relative performance of 
Haswell vs. POWER8 – for single and double precision. 

Table 1: Comparison between Intel and Power 8 

 

     Figure 2: Comparison in terms of Performance 

 

VIII. CONCLUSION 

In this paper, we made a comparison between various Intel 

microprocessors. We briefly explain the history and various 

categories and also evaluate them based on their 

performance.  Not so long ago, processors were judged 

largely by raw clock speed alone, a measure of how many 

calculations the chip is capable of performing in the space of 

a second. These days, it's all about cores, which have 

allowed chipmakers like Intel to boost speed by splitting 

tasks across a number of processing units that exist on the 

same die. Coupled with software designed to take advantage 

of multiple cores, such processors can wind up tackling 
intensive work faster than ever before. 
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