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Abstract: It is obvious that in emerging computing paradigms such as cloud computing systems, scheduling is one of the main phases 

to take advantages of capabilities. The cloud computing environment is a dynamic environment which allows services to be shared 

among many users. Scheduling methods of traditional systems are ill-suited for the cloud computing systems, and this new 

environment requires new methods tailored to its specifications. In this paper, we developed multiple algorithms for task scheduling in 

cloud computing systems. These algorithms are based on the particle swarm optimization (PSO) algorithm, which is a technique 

inspired by collective and social behavior of animal swarms in nature, and wherein particles search the problem space to find an 

optimal or near-optimal solution. The algorithms were developed with the aim of minimizing Makespan, Flowtime and the task 

execution cost simultaneously. Simulation and test results show the better efficiency of the proposed methods than other similar 

algorithms. 
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1. INTRODUCTION 
Cloud computing is an internet-based computing paradigm 

that provides a new framework for provision, consumption 

and delivery of IT services (including software, information 

and shared computing resources). Cloud computing allows the 

IT resources to be provided through a flexible and scalable 

internet-based method at the moment and the scale that is 

demanded by the user. A cloud computing provider offers 

online commercial applications through a web browser or 

other software. Applications and information are stored in the 

servers and users are given access on request. Details stay 

hidden from the users and they need no expertise or 

knowledge on cloud infrastructure technology to use it. In a 

distributed system, some nodes may become heavily loaded 

while others remain inactive or underutilized. The task of 

distribution scheduler is to schedule processes to nodes 

(processors) in an optimal way. While there is an implicit 

distinction between task scheduling and task allocation, these 

two terms revolve around one problem. In terms of resources, 

the problem is how to allocate processors to the processes. 

From a user perspective, the problem is how to schedule the 

processes in the processors. Studies have shown that nature-

inspired heuristic optimization methods are most effective for 

such applications. Most of these methods try to minimize the 

total time of execution. Collective Intelligence is an artificial 

intelligence method based on collective behavior, which has 

been used by many researchers to develop heuristic collective 

intelligence optimization algorithms, such as ant colony 

optimization (ACO) algorithm, particle swarm optimization 

(PSO) algorithm and firefly algorithm. Among the 

abovementioned algorithms, PSO is widely regarded as the 

best because of features such as rapid convergence, 

insensitivity to initiation values, flexibility and high tolerance 

to error. The major drawback of PSO however is in its local 

search, which often converges to local optima and lead to 

globally suboptimal solutions. It has been proven that this 

algorithm can be improved through combination with other 

methods. 

 

2. LITERATURE 

There are various types of task scheduling algorithm. The 

main goal of a scheduling algorithm is to achieve high 

computing performance and best system throughput. 

Traditional scheduling algorithms cannot operate in cloud 

environment (because of overhead costs), thus providers have 

resorted to heuristic or hybrid algorithms to fill this gap [1]. 

Effectiveness of task scheduling has a direct effect on the 

quality of cloud, thus many algorithms have been developed 

to resolve this particular problem [2]. In some studies, 

algorithms have been developed to optimize the resource 

efficiency. In this section, we review some of these 

scheduling algorithms. Efficient virtual machine allocation 

and task scheduling is one of the key issues of the cloud 

systems. ACO-based load balancing algorithm has been 

proposed for solving the load balancing issue of virtual 

machines in the task scheduling process. This algorithm can 

adapt to dynamic cloud environment and decrease task 

scheduling execution time while providing a balanced load for 

the virtual machines of data centers [3]. Dynamic load 

balancing strategy has been developed based on genetic 

algorithm. This algorithm increases scheduling speed, reduces 

switching between processors, selects the task to be executed 

and even identifies the details of the tasks when used in 

advanced state. Adaptability threshold of this algorithm 

contributes to the load balancing of dynamic processors [4]. 

The time-cost balancing algorithm has been developed to 

provide a number of functions based on cloud computing 

capabilities. The example of these functions is the 

compression of workflow aimed to reduce execution time and 

cost based on the user input information [5]. This algorithm 

tries to efficiently map tasks to resources in the cloud. The 

main phase of the algorithm includes the use of improved bee 

colony algorithm to assign priorities to tasks and then the use 

of an algorithm for task grouping based on their priorities. 

This scheduling algorithm computes the cost for acquisition of 

resources and the performance of calculations to complete 

workflow tasks. In this algorithm, the ratio of acquisition of 
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the resources to the cost of efficient communication to 

perform workflow tasks had a significant improvement. [9] 

A heuristic workflow scheduler algorithm based on the group 

optimization of tasks is proposed. The heuristic workflow 

scheduling algorithm was designed based on the group 

optimization of tasks, heuristic approach of applications 

according to the resources in the cloud with the aim of 

reducing computation times and reducing data transfer times. 

The algorithm includes two main components: the use of 

heuristic algorithm in order to discover right resources and the 

use of group optimization algorithm for correct mapping of 

these resources to tasks. The experimental results show that 

the use of this algorithm will save costs and properly 

distribute the workload on resources. [9] 

3. Scheduling Problem 
The task scheduling problem consists of N tasks and M 

machines. Each task must be processed by one of the M 

virtual machines such that in end the overall scheduling 

duration would be minimized. The proposed algorithm is 

focused on the Quality of Service parameters makespan, 

flowtime and task execution cost. Each task can be executed 

on just one resource and cannot be paused before the end. The 

algorithm utilizes the ETC matrix model explained in [6].  

Since the proposed scheduling algorithm is static, the 

expected time for executing task j on resource i is assumed to 

be predetermined and set within ETC matrix [i, j]. 

Completion_Time [i,j] is equal time that job j be completed 

on resource i and is computed as follows. 

              (1)Completion_Time[i,j]= ETC[i,j] 

Makespan: maximum completion_Time [i,j], that is computed 

as follows. 

              (2)Makespan= Max (Completion_Time[i,j]) 1≤j≤N  ,  1≤i≤M 

Flowtime: sum of the completion time of jobs [i, j] over all 

resources, that is computed by follow equation. 

            (3) 

The goal of scheduling in the proposed algorithm is to submit 

each of the jobs to each of the resources to minimize 

makespan and flowtime of the jobs at last.[10] 

4. The proposed scheduling algorithm 
In the proposed scheduling algorithm, the population diversity 

factor is used to alter the inertia weight for solving the task 

scheduling problem in cloud computing. Before presenting the 

algorithm, the parameters required for solving the scheduling 

problem with PSO algorithm need to be assessed. 

4.1 Representation of Particle Swarm 

One of the important issues of using PSO algorithm for 

solving task scheduling problem is how to turn a scheduling 

problem into a solution or in other words how to form a 

mapping between the solution and the particles of PSO 

algorithm. In the PSO scheduling algorithm, each particle is a 

possible solution for task allocation problem. Each particle 

vector has a length of N (N i`s the number of input tasks); and 

each element inside this vector is a random integer between 1 

and M (M is the total number of resources). 

 

Figure 1. The mapping of tasks to resources 

4.2. Generating the Initial Population of Particles 

In the proposed method, the initial population is generated at 

random. For this purpose, algorithm generates a random 

integer between 1 and M, representing the number of resource 

on which the task at hand will be executed. Randomness helps 

maintaining population diversity and gives all members of 

population an equal chance of being selected. Each particle 

vectors is as long as the number of tasks. The size of particle 

population determines the number of candidate solutions or 

the size of search in the problem space. 

 

Figure 2. Typical Particle 

4.3Using the Population Diversity Factor for 

Changing the Inertia Weight  

One of the problems of this algorithm is the premature 

convergence caused by rapid information exchange between 

particles which itself is because of lack of diversity in the 

particle population. Thus, one way of improving the overall 

performance of PSO algorithm is to maintain population 

diversity by improving indices such as inertia weight. In this 

method, we have used a regulator represented by kb [7 , 8]. 

During the search, the regulator improves the static weight 

(w) by controlling the population diversity through negative 

feedback. The regulator index is shown with e and is 

expressed as follows: 

 

Where D_0 (t-1) is the extent of diversity at step t-1 and D0 is 

the extent of diversity at step t. 

Using the regulator index kb, static weight is defined as 

follows: 

 

The suitable range for kb is between 0.9 and 1.6, and 1.4 is a 

good choice for most situations. In this version of method, the 

static weight will be adjusted according to population 

diversity (its decrease or increase). During the search, when 

population diversity D0 decreases rapidly, inertia weight w 

will increase to improve global search; when D0 decreases 

very slowly, a small inertia weight w will be introduced to 

improve local search; and when D0 fluctuates as a step 

progresses, a negative inertia weight will be used to reduce 

particle diversity. With this technique, the balance between 

global and local search will be maintained and the search will 

not converge to local optima. Diversity is measured using the 

following equation. 

 

Where (X_j)(t) is the average of j-th dimension of all 

particles. 
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5. Simulation 
In this section, the efficiency of the tasks scheduling 

algorithm presented in the previous section is evaluated. The 

objective of this algorithm is to schedule several independent 

tasks in a cloud environment. These tasks belong to an 

application that the user has requested to be executed on the 

cloud environment. Along with the task, the user specifies the 

QoS parameters, i.e. the time-cost optimization strategy that 

needs to be respected by the system. For example, the user 

can demand that cloud computing system should execute the 

application in the shortest time possible. Through simulation, 

the efficiency of time optimization algorithm can be compared 

with other algorithms. 

5.1. Cloud computing environment model  

A simulated environment for cloud computing includes one or 

more users and a number of resources. Users at any time may 

enter cloud computing and offer their application to run. This 

program includes a number of independent works, each of 

which can run on any desired resource. The user entity, after 

login, will be assigned its own broker entity, which performs 

its application scheduling and then returns results to the user 

after assigning tasks to resources and completing their 

implementation.  

5.2. User model  

Often in simulation experiments, the environment is modeled 

as single-user. The single-user version does not mean that 

only a user is logged in the system from simulation start to 

finish, but it means that the scheduling of any two users does 

not interfere with each other. For example, if a user is logged 

in at time 1500 and his application implementation finishes at 

time 4000 and another user is logged in at time 6000, then the 

system is called single-user. For comparison purposes, the 

system is presented as single-user.    

 

Figure 3. Diagram of makespan 

 

                               Figure 4. Diagram of flowtime 

6. Conclusion 
This paper provided a new method of resources allocation for 

cloud computing environment. The proposed algorithm 

utilized two high speed PSO-based methods which improved 

resource efficiency, selection of the best resource for task 

allocation, and minimized Makspan, while improving 

Flowtime parameter. The said parameters were simulated 

accurately. The simulation results showed the better 

performance of the proposed methods than other similar 

alternatives. 

7. Suggestions 
The future works are suggested to focus on development of a 

mechanism for partitioning applications or large problems 

into smaller sub-problems or tasks; as devising a mechanism 

for high speed and accurate portioning depending on task 

length (which is a determining load balancing factor in 

distributed systems especially cloud computing systems) will 

lead to improved speed and accuracy of scheduling and 

resource allocation, and thereby the increased efficiency of 

cloud computing system. 
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