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Abstract: The implementation of the measurement of customer satisfaction is the measurement of service satisfaction of lecturers to 

students to lecturers carried out by the State Islamic University of Maulana Malik Ibrahim Malang during the pandemic using the IKM 

Online application. The competencies measured are pedagogic competence, professional competence, personality competence, and 

social competence. The measurement of the correlation of significance to the results of IKM Online compared with student scores as 

learning outputs is carried out to determine the relationship between the two variables. The coefficient of determination is also added 

to the measurement to determine the strength of the influence of one variable on another variable. The results show that the correlation 

between the 2 variables is strong and the subject value variable has an effect of 55.9504% on the IKM outcome variable. The data 

classification process using the backpropagation algorithm is used to strengthen the relationship between the two variables. The result 

is the 2-5-1 model with RMSE 0.028 being the best model and the strong data class being the first class. From this study, 

measurements are needed to determine other factors that affect the assessment of student satisfaction to lecturers and evaluation of 

survey instruments. 
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1. INTRODUCTION 
Customer satisfaction is one of the determining indicators to 

determine whether the business processes carried out by a 

business unit have been successful or not. The more satisfied 

with the goods or services provided to customers, the better 

the products presented to customers [1]. Therefore, it is not 

surprising that customer satisfaction always gets special 

attention when formulating a business strategy [2]. 

The measurement of service satisfaction is not without 

questions. The results of the evaluation conducted by the 

Quality Assurance Institute (LPM) of State Islamic University 

of Maulana Malik Ibrahim Malang found that there were 

doubts about the results of the satisfaction survey. The doubts 

are related to whether the survey results are in line with the 

performance of the lecturers who are being assessed [3]. 

Whether the survey respondents gave an assessment of the 

value they received. Then whether the assessment is carried 

out randomly without looking at the aspects measured in the 

survey, given the pandemic conditions resulting in direct 

interaction of lecturers and students in the learning process 

cannot be carried out. Then whether it is in accordance with 

the aspects measured. 

To answer this question, it is necessary to carry out several 

analyzes, one of which can be done is to analyze the 

relationship between the results of measuring student 

satisfaction with lecturer services and the value of the courses 

obtained by students as the output of learning (learning 

output) with the correlation significance method. [4]. 

Comparing the behavior pattern approach with this student 

score variable, a value approach will be obtained which will 

describe whether or not there is a correlation between the two. 

Tracing the pattern of respondent behavior that can be tracked 

through filling out the survey. From this classification, a 

behavioral model of survey respondents will be obtained and 

to compare it with the measured correlation results. 

The search for data classification is by measuring variables 

such as the Student Satisfaction Index (IKM) which is 

measured using the IKM Online application, the value of 

students as learning outcomes with the variable of the course 

lecturer. The method used to classify these variables is an 

artificial neural network approach with the Backpropagation 

method. Although it has several weaknesses, such as training 

results that are not constant and it is not known in detail how 

the prediction results are obtained, because this method 

cannot provide information about the most influential weights 

among the input patterns, this method also has advantages. 

The advantages of this method are that it is able to formulate 

the experience and knowledge of forecasters, and is very 

flexible in changing forecasting rules [5].  

The object in this study is the result of a survey of lecturer 

service satisfaction to students in the Covid-19 pandemic 

condition using the IKM Online application at UIN Maulana 

Malik Ibrahim Malang in the odd semester of 2020/2021. The 

purpose of this study is to measure the level of correlation 

between the implementation of the measurement of lecturer 

service satisfaction to students compared to learning outcomes 

in the form of academic values with the correlation 

significance method and artificial neural networks. This study 

is also intended to find the relationship between the two 

variables and perform a classification process on the 

measurement results. The results of these measurements are 

also to determine whether there is a correlation between the 

measurement of service satisfaction of lecturers and students 

with the learning process. With this research, it is expected to 

be able to answer the results of the evaluation findings and an 

improvement in the measurement of IKM and the quality of 
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learning at State Islamic University of Maulana Malik Ibrahim 

Malang in the future [6]. 

2. METHOD 
The concept of this research method is as illustrated in Figure 

1 below: 

 

Figure 1. Research Method 

2.1 Data Selection 
Data selection is the initial stage in preparation before the data 

is analyzed [7]. In the data selection, the IKM result data is 

taken for the nim variable, the IKM value, the course code 

and the lecturer code. The student value data is taken for the 

variable nim, course value, course code and lecturer code. The 

results of this data selection are data tables for nim, ikm value, 

mk value, mk code, lecturer code. 

2.2 Preprocessing 
Preprocessing is the initial stage for classification analysis. At 

this stage the attributes and data classes are determined. The 

data is then normalized so that the normalized data is ready to 

be processed into the system.  

2.3 Correlation Coefficient of Significance 

and Determination 
This is the most widely used correlation analysis formula, 

which measures the strength of the 'linear' relationship 

between the raw data of the two variables, rather than their 

ranking [8]. This formula is a dimensionless coefficient, 

meaning that there are no data-related limitations to consider 

when performing an analysis with this formula, which is the 

reason why this coefficient is a suitable formula to use [9]. 

 

Where x is the IKM result variable and y is the subject value 

variable. the resulting measurement will be in numerical form 

generated by all correlation coefficients, including Spearman's 

Rank and Pearson's Coefficient: -1 < r < +1. 

The method described above should be used according to 

whether there are parameters associated with the data 

collected or not. Two terms to pay attention to are: 

a.  Parametric: (Pearson's coefficient) Namely where data 

must be handled in terms of population parameters or 

probability distributions. Usually used with quantitative 

data already defined in the parameter. 

b. Nonparametric: (Spearman's Rank) That is where no 

assumptions can be made about the probability 

distribution. Usually used with qualitative data, but may 

be used with quantitative data if Spearman's Rank proves 

inadequate. 

The correlation coefficient, r, provides only a measure of the 

strength and direction of a linear relationship between two 

variables. However, it does not provide information about the 

proportion of variation (variation) of the dependent variable 

(Y) that can be explained or caused by a linear relationship 

with the value of the independent variable (X). The value of r 

cannot be directly compared, for example we cannot say that 

the value of r = 0.8 is twice the value of r = 0.4. However, the 

squared value of r can accurately measure the 

ratio/proportion, and this statistical value is called the 

Coefficient of Determination, r2. The coefficient of 

determination can be defined as a value that expresses the 

proportion of variance Y that can be explained/explained by a 

linear relationship between variables X and Y. 

The level of significance, also known as alpha or , is a 

measure of the strength of the evidence that must be present in 

a study sample before the researcher rejects the null 

hypothesis and concludes that the effect is statistically 

significant. Researchers determine the level of significance 

before conducting the experiment. The level of significance is 

the probability of rejecting the null hypothesis even though 

the hypothesis is true. Significance can be measured by the 

equation: 

   

where n is the number of samples and r is the Pearson's 

correlation. 

2.4 Artificial Neural Network 
An artificial neural network (ANN) or also called a Neural 

Network is a network of a collection of small-level processing 

units that are described based on a biological nervous system. 

An artificial neural network can change its structure in order 

to solve a problem based on information obtained both 

internally and externally through the system, so it is also 

called an adaptive network because of its adaptive capabilities 

[10]. This Artificial Neural Network is determined by 3 

things, namely: 

1.  The pattern of relationships between neurons or so-called 

network architecture 

2.  Algorithm which is a method for determining the weight 

of the link or link or can also be called the training process 

3.  Activation function 

An artificial neural network is a mathematical model that 

defines the function f: X →Y. The network in this system is an 

interconnection of neurons that are in different layers. The 

layers in the ANN are divided into 3, namely: 

1. Input layer or input layer. 

2. Hidden layer or hidden layer. 

3. Output layer or outer layer. 

Mathematically, a neuron is a function that receives input 

from the previous layer gi(x) (i layer). This function generally 

processes a vector and then converts it to a scalar value, as the 

equation f(x) = K(Ʃi wi gi (x)), where K is a special function 
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which is often called the activation function and w is the load 

or weight. 

In classification, there are several methods that can be used to 

classify them [9]: 

1. Artificial Neural Network (ANN) 

2. Naive Bayes 

3. Support Vector Machine (SVM) 

4. Decission Tree 

5. Fuzzy 

Each method has advantages and disadvantages and also 

different specifications for each use, one of which is a data 

object. The use of methods with different object types will 

result in different optimizations. 

2.5 Backpropagation 
Backpropagation is one of the learning algorithms in Artificial 

Neural Networks [11]. The learning mechanism in 

backpropagation is done by adjusting the ANN weights in a 

backward direction based on the error value in the learning 

process. Backpropagation consists of three layers, namely the 

input layer, hidden layer and output layer. 

 
Figure 2. Backpropagation algorithm architecture 

 

2.5.1 Advantages and Disadvantages of Backpropagation 

Algorithm 

This backpropagation algorithm also has advantages and 

disadvantages. Among the advantages of this algorithm are 

[12]: 

a.  Can be implemented in solving a problem related to 

identification, prediction, pattern recognition and others. 

b.  Have the ability to learn and be immune to mistakes, so as 

to form a system that is resilient and can work 

consistently. 

c.  In the training process, the network can get a balance so 

that it is able to provide the correct response to input 

patterns such as the patterns used during training. 

 

The disadvantages of this algorithm are: 

a.  The learning rate parameter can vary according to the 

condition of the error change in each iteration. 

b.  It takes a long time in the learning process to arrive at the 

convergent level. 

c. The calculation of the weight change of the algorithm is 

able to cause a local minimum, thus causing instability. 

 

2.5.2 Backpropagation Training 

Backpropagation algorithm training is carried out to get the 

desired result estimate [13]. Some steps in backpropagation 

algorithm training are as follows [14]: 

Step 1: Initialize the weights with the smallest random 

number 

Step 2: As long as the stop condition is false, do steps 3 – 9 

 

feed forward process 

Step 3: Each input unit (xi, i = 1,…, n); receive input signal 

and forward the signal to all hidden layers. 

Step 4: Each hidden unit (zj, j = 1,…, p); add up the weights of 

the signals input signal (including bias) 

 

then calculate the output signal from the hidden layer 

using the activation function count zj = f (z_inj). This 

output signal is then sent to all layers in the output 

layer. 

Step 5: Each output (yk, k = 1,…, m); summing the input 

signal weights: 

 
then calculate the output signal from the hidden layer 

using the activation function count Yj = f(Y_ink). This 

output signal is then sent to all layers in the output 

layer. 

 

Process feedback (backward) 

Step 6: Each unit of output (yk, k = 1,…, m); receive a pattern 

according to the input  training, to calculate the error 

between the target and the output  generated network; 
 

The factor  is used to calculate the error correction 

w_jk which will later will be used to fix wjk 

 
Also count w_ok to fix wok 

 
Step 7: Each hidden unit (Zj, j = 1,…, p); summing input delta 

from  previous step 

 
Then calculate the weight correction with vij=αδj xi 

and calculate the correction  bias using voj=αδj. 

Step 8: Each output unit (Yk, k = 1,…, m); fix the weight and 

bias of hidden layer (j = 0,…, p) where wjk (new)=wjk 

(old) + wjk 

Step 9: The test stops when an error is found and training is 

stopped. 

 

3. RESULT AND DISCUSSION 

3.1 Data Selection 
The data selection process is carried out after data collection. 

The data taken is data on the results of online IKM in the odd 

semester of 2020/2021 and data on the value of students in the 

odd semester of 2020/2021 taken from the online SIAKAD 

application. From these data, information is obtained in the 

IKM data there are 794,535 rows of student entries. As for the 

student value data obtained as many as 135,536 rows of data. 

The two data above are then queryed using PHP and MySql 

applications as shown below. 
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Figure 3. Data processing results 

Processed data obtained through data selection were analyzed 

by correlation method with Pearson's formula. The correlation 

results from data processing using PHP and MySQL above 

are 

r = 0.748 

and the coefficient of determination is obtained 

r2 = 0.559504 

The significance obtained with the equation below and 

processed with the script above is: 

t=(r-√(n-2))/√(1- r^2 ) 

    =(0.748-√(58024-2))/√(1- 0.559504) 

This calculation illustrates that the close relationship of these 

two variables is 0.748 or 74.8%. To determine the effect of 

one variable with other variables, it can be used to calculate 

the coefficient of determination. From the calculation using 

the coefficient of determination equation obtained r2 = 

0.559504. This means that the variable value of the course has 

an influence relationship on the IKM outcome variable of 

0.559504 or 55.9504%. This condition shows that the results 

of the IKM survey are only influenced by the variable value 

of 55, 9504%. The other 44.0496% are influenced by other 

variables. 

 

3.2 Preprocessing 
This process is a process to prepare data before classification. 

Merged data is normalized. Data is also processed to 

determine variables and classes for mapping. Normalization 

of data is done with PHP and MySql applications using the 

equation: 

 X’=0,8(X-b)/((a-b) )+0,1 

Where: 

X' = normalized data 

X  = original data/data to be processed 

a   = maximum value of original data 

b   = minimum value of original data 

The results of processing the data are partially illustrated in 

Figure 5 below. 

 

Figure 4. Data normalization results 

This data will then be used as processing data and training 

data that will be entered into the RapidMiner application. The 

determination of attributes and data classes is done by 

division as in the table below. 

Table 1. Table of ikm attribute distribution 

Number Ikm Value Class 

1 1 1 5 

2 1 2 4 

3 1 3 3 

4 1 4 2 

5 1 5 1 

6 2 1 2 

7 2 2 1 

8 2 3 2 

9 2 4 3 

10 2 5 4 

11 3 1 3 

12 3 2 2 

13 3 3 1 

14 3 4 2 

15 3 5 3 

16 4 1 4 

17 4 2 3 

18 4 3 2 

19 4 4 1 

20 4 5 2 

21 5 1 5 

22 5 2 4 

23 5 3 3 

24 5 4 2 

25 5 5 1 
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System formation, learning and testing processes are shown in 

figure 6 below 

 

Figure 5. Establishment of the learning and testing process 

 

Figure 6. Backpropagation architecture on X-Validation 

operator 

The parameters used in the backpropagation architecture to 

solve the above problem are: 

Input   : 4 

Training cycles  : 500 

Learning rate  : 0.1 

Momentum  : 0.2 

Output   : 1 

Error target  : 0.0001 

Hidden   : 1 layer, 2 layer 

Hidden 1 layer  : 2, 5, 8 neuron 

Hidden 1 layer  : 2-5, 5-8 neuron 

The above model is trained to choose the best architectural 

model as measured by the Root Mean Square Error (RMSE) 

parameter. The backpropagation model in the RapidMiner 

application can be created by clicking on the neural network 

(Figure 5.10) and selecting hidden layers in the parameters. 

The results of the implementation of the above model are as in 

Table 2 below: 

Table 2. Root Mean Square Error (RMSE) training 

results with the Backpropagation algorithm 

No Model RMSE 

1 4-2-1 0.025 +/- 0.000 

2 4-5-1 0.028 +/- 0.000 

3 4-8-1 0.026 +/- 0.000 

4 4-2-5-1 0.024 +/- 0.000 

5 4-5-8-1 0.025 +/- 0.000 

 

The results of processing using the RapidMiner application 

show that the backpropagation algorithm with the 4-5-1 model 

produces RMSE 0.028 with class division as Table 5.4 has the 

suitability of being the optimal model in measurement. In the 

class division, it also appears that the class with a. It's just that 

it should be noted that the RMSE value depends on the 

number of variables and the data that is processed. The more 

variables that are processed, the higher the value and the 

better model will also change. The result of a strong class 

status is more than any other status. This result is in 

accordance with the correlation approach. It's just that this 

classification also does not make the measurement of the 

value of the influence approach between variables visible in 

the classification. Another measurement method is needed 

that allows to measure the influence between variables. 

 

4. CONCLUTION 
From the research on the suitability analysis of the student 

satisfaction index with the value of the course using the 

significance correlation approach and backpropagation, the 

following results were obtained: 

1. The results of the correlation measurement using the 

Pearson's correlation method produce a correlation value 

of r = 0.748 which means that the close relationship 

between the two variables is 0.748 or 74.8%. 

2. The results of the correlation measurement using the 

coefficient of determination method produce a value of 

the coefficient of determination r2 = 0.559504. This 

means that the variable mk_value affects the result_ikm 

variable by 0.559504 or 55.9504%. This also means that 

there are 44.0496% factors from other variables that affect 

the measurement. 

3. The results of the correlation measurement using the 

Pearson's correlation method yielded a significance value 

of t = 271.4732. This shows that the level of confidence in 

the measurement of the two variables above is very high. 

4.  The use of artificial neural network classification using the 

backpropagation algorithm with the help of the 

RapidMiner application to obtain optimal results of data 

processing using a 4-5-1 model with RMSE 0.0028 and 

classification with data classes according to the specified 

model. The class with strong status becomes the class that 

appears a lot in data processing. 

From this research, it is hoped that further research will be 

carried out to determine other variables that influence the 

measurement of lecturer service satisfaction to students at 

State Islamic University of Maulana Malik Ibrahim Malang 

with the IKM Online application with student respondents. 

This determination is to test whether the instruments used for 

measurement in this pandemic condition are still reliable or 

whether improvements need to be made in describing the 4 

competencies measured in the survey or need to be replaced. 

Evaluation and improvement in this measurement is expected 

to be able to provide an overview of service satisfaction from 

lecturers to students in learning to be closer to the truth. 
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