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Abstract: Inefficiencies in waste management contribute to 

the increasing amount of pollution in society, leading to 

public demands for better waste management and 

classification. Waste sorting is the beginning of the waste 

recycling process, which can help reduce the amount of waste 

in the environment. However, coupled with a lack of 

awareness of waste sorting due to minimal public education 

about waste management, the waste sorting system is still 

carried out manually using human power. Therefore, it is 

necessary to have a waste classification system to encourage 

people to manage their waste well. This research aims to 

design a tool to detect types of waste and classify them into 

three categories; metal, paper and plastic waste. The system 

can recognize the shape of trash images using a deep learning 

method developed using Faster R-CNN with ResNet-50 and 

ResNet-101 as the network architecture. This research began 

by collecting 250 datasets of metal, paper and plastic waste 

which were used as training data and test data in the testing 

process. The training data for the training process are 80, 120 

and 200 datasets respectively. Test data for each training 

experiment, 30 and 50. Where 20 datasets in 50 test data are 

taken from the dataset for the training process. In each 

training process, the number of steps is carried out up to 3000, 

4000 and 5000 steps, each of which has a total loss parameter. 

Based on the test results applied to the Faster R-CNN ResNet-

50 and ResNet-101 methods, it produces an average F1 Score 

of 63% and 77% respectively. The best F1 Score is Faster R-

CNN ResNet-101. 
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1. INTRODUCTION 
Waste is leftover goods/materials that are no longer used. 

Waste is produced from several processes, namely from 

human activities or natural ecosystems. There are many 

classifications of waste, one of which is classified into organic 

and non-organic waste. Based on research, Indonesia is the 

second largest waste producer after China. President Jokowi 

revealed that the floods experienced at the beginning of the 

new year 2020 were caused by damage to the ecosystem and 

ecology and because many people were still throwing rubbish 

carelessly. The Ministry of Environment and Forestry 

(KLHK), also said that the amount of waste generated 

nationally is 175,000 tons per day. It's pretty clear that waste 

is a big problem in Indonesia [1] 
Object detection is concerned with detecting visual objects 

(such as people, animals, or cars) in digital images [2]. Object 

detection aims to detect target objects with theories and 

methods of image processing and pattern recognition, 

determine the semantic category of objects, and mark the 

specific position of target objects in the image [3].  

Deep learning is part of Artificial Intelligence (AI) [4]. Deep 

learning allows computational models consisting of several 

processing layers to learn data representations with various 

levels of abstraction [5]. 

Convolutional neural networks (CNN) is one of the most 

powerful deep learning algorithms that has many applications 

in image classification, segmentation, and detection. [6]. R-

CNN is a convolution-based algorithm or Region-based CNN. 

R-CNN is a combination of Region Proposal Network (RPN) 

and CNN proposed by Girshick et al in 2015. 

2. METHOD 

 

Figure 1. Research Stages 

Start 

End 

Studies 

Literatur 

Garbage Data Collection  

System planning 

Implementation: 

1. Data Training Process (Training) 

2. System Trial (Testing) 

Analysis of Test Results 

Coba 



International Journal of Computer Applications Technology and Research 

Volume 12–Issue 12, 26 - 32, 2023, ISSN:-2319–8656 

DOI:10.7753/IJCATR1212.1006 

www.ijcat.com  27 

Literature studies are intended to study various reference 

sources such as journals, articles, papers on related research 

topics and themes. The topics or themes studied in this 

research are CNN, ResNet -50, and ResNet -101. Dataset is a 

collection of data needed in this research. The data needed in 

this research is plastic, paper and metal waste. 

At the dataset collection stage, the dataset collected is images 

of plastic, paper and metal waste. Dataset collection was 

carried out by conducting independent data collection. This 

research carried out several stages of dataset training. The 

dataset used is 200 images. The data used for the training 

process includes 80 images for the first process, 120 images 

for the second process and 200 images for the third process. In 

each data training or training process is carried out using the 

ResNet-50 and ResNet-101 architectural models. Training is 

carried out up to step 5000. This step is carried out to test the 

algorithm of the system being designed. In the testing stage, 

the dataset used for test data is 30 images and 50 images for 

each training process. The 20 images in the test data of 50 

images are obtained from the trained images. This step was 

taken to determine the reliability of the system in detecting 

recyclable waste, namely plastic, paper and metal waste. The 

steps taken are by entering test data into the system, then the 

system will detect and classify the waste contained in the 

image.  

3. RESULT AND DISCUSSION 
Computation time is the time required for the 

calculation process carried out by a computer when solving a 

problem using the algorithm used. From the experiments that 

have been carried out, there is computing time or time 

required during the training process and testing process for 

each image on the Faster R-CNN ResNet-50 and ResNet-101 

network architectures.. 

3.1 Computation Time for Data Training 

Process (Data Training) 
The computing time required during the training process for 

each architecture is shown in Table 1. 

Table 1. Training Process Computation Time 

Network 

Architec-

ture 

Amount of 

Training 

Data 

Training Computation 

Time Average 

3000 4000 5000 

Faster 

R-CNN 

ResNet 

50 

80 15m 24s 20m 26s 25m 19s 20m 23s 

120 15m 15s 20m 41s 25m 03s 20m 26s 

200 15m 40s 20m 39s 26m 45s 21m 01s 

Average 20m 37s 

Faster 

R-CNN 

ResNet 

101 

80 18m 52s 25m 18s 31m 55s 25m 22s 

120 19m 39s 26m 20s 32m 42s 26m 14s 

200 19m 43s 26m 50s 32m 49s 26m 27s 

Average 26m 01s 

 

Based on Table 1, it can be seen that the longest 

time required for the training process is the Faster R-CNN 

ResNet-101 architecture with an average time reaching 26 

minutes 01 seconds, while the fastest is the Faster R-CNN 

ResNet network architecture. -50 with an average time of 20 

minutes 37 seconds. 

3.2 Computation Time Data Testing 

Process (Data Testing) 
The computing time required during the testing 

process for each architecture is shown in Table 2. 

Table 1. Test Process Computation Time 

Network 

Architecture 
Trial 

Test Computation Time 
Average 

3000 4000 5000 

Faster R-

CNN 

ResNet 50 

1 01m 47s 01m 43s 01m 41s 01m 44s 

2 01m 41s 01m 43s 01m 41s 01m 42s 

3 01m 15s 01m 43s 01m 16s 01m 25s 

4 01m 12s 01m 40s 01m 15s 01m 22s 

5 01m 18s 01m 18s 01m 44s 01m 27s 

6 01m 20s 01m 13s 01m 13s 01m 15s 

Average 01m 29s 

Faster R-

CNN 

ResNet 

101 

1 01m 42s 01m 18s 01m 22s 01m 27s 

2 01m 42s 01m 42s 01m 39d 01m 41s 

3 01m 43s 01m 45s 01m 22s 01m 37s 

4 01m 20s 01m 41s 01m 21s 01m 27s 

5 01m 44s 01m 22s 01m 20s 01m 29s 

6 01m 41s 01m 40s 01m 42s 01m 41s 

Average 01m 34s 

 

Based on Table 2, it can be seen that the longest time 

required for the testing process is the Faster R-CNN ResNet-

101 architecture with an average time reaching 01 minutes 34 

seconds, while the fastest is the Faster R-CNN ResNet 

network architecture. -50 with an average time of 01 minutes 

29 seconds. ResNet-101 consists of 101 initial layers so it has 

a longer computing time than ResNet-50 which consists of 50 

layers [7]. 

3.3 Recyclable Waste Detection Results 
Recyclable waste detection results based on each 

network architecture model are shown in Figure 2 to Figure 9, 

In this table there are several images from the detection of 

recyclable waste based on the Faster R-CNN ResNet-50 and 

Faster R-CNN ResNet-101 architectural models.  

3.3.1 Faster RCNN ResNet-50 Detection Results 

The results of detecting recyclable waste on the 

Faster R-CNN ResNet-50 network architecture can be seen in 

the image below: 

  

Figure 2. Faster RCNN ResNet-50 detection results for 

metal can waste 
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Figure 3. Faster RCNN ResNet-50 detection results for paper 

waste 

 

Figure 4. Faster RCNN ResNet-50 Detection Results of 

plastic bottle waste 

 

Figure 5. Faster RCNN ResNet-50 Detection Results for 

recyclable waste classification 

3.2.1 Faster RCNN ResNet-101 Detection Results 

The results of detecting recyclable waste on the Faster 

R-CNN ResNet-101 network architecture can be seen in the 

image below: 

 

Figure 6.  Faster RCNN ResNet-101 detection results for 

metal can waste 

 

Figure 7. Results of Faster RCNN ResNet-101 detection of 

paper waste 

 

Figure 8. Faster RCNN ResNet-101 detection results for 

plastic bottle waste 

 

Figure 9. Faster RCNN ResNet-101 detection results for 

recyclable waste classification 



International Journal of Computer Applications Technology and Research 

Volume 12–Issue 12, 26 - 32, 2023, ISSN:-2319–8656 

DOI:10.7753/IJCATR1212.1006 

www.ijcat.com  29 

3.3 Total Loss in the Training Process 
Table 3. Total Loss Results in Faster R-CNN ResNet-50 and 

ResNet-101 Network Architecture Models 

Network 

Architecture 

Amount of 

Training 

Data 

Total Loss Step to- 

𝒙  
3000 4000 5000 

Faster R-

CNN 

ResNet 50 

80 0.2101 0.2058 0.1808 0.1989 

120 0.2081 0.1988 0.1798 0.1956 

200 0.2003 0.1805 0.1536 0.1781 

Average 0.1909 

Faster R-

CNN 

ResNet 101 

80 0.2485 0.2181 0.1883 0.2183 

120 0.22 0.1634 0.1873 0.1902 

200 0.1958 0.1037 0.1834 0.1610 

Average 0.1898 

 
Based on the results obtained in Table 3, the 

smallest average total loss was obtained in the Faster R-CNN 

ResNet-101 network architecture of 0.1898, while the largest 

average total loss was in the Faster R-CNN ResNet-50 

network architecture model of 0.1909 [8]. 

 

Figure 10. Effect of Training Steps and Total Loss on Faster 

R-CNN ResNet-50 and ResNet-101 Network Architecture 

Models with 80 Training Data 

Based on the results of Figure 10, it shows that the 

Faster R-CNN ResNet-50 and ResNet-101 network 

architecture types at steps 3000 to 5000 show decreasing loss 

values. However, the smallest average total loss was obtained 

in the Faster R-CNN ResNet-101 step 5000 network 

architecture [9]. 

 
Figure 11. Effect of Training Steps and Total Loss on Faster 

R-CNN ResNet-50 and ResNet-101 Network Architecture 

Models with 120 Training Data. 

 
Figure 12. Effect of Training Steps and Total Loss on Faster 

R-CNN ResNet-50 and ResNet-101 Network Architecture 

Models with 200 Training Data 

Based on the results of Figure 11 and Figure 12, it 

shows that the Faster R-CNN ResNet-50 network architecture 

type at steps 3000 to 5000 shows a decreasing loss value. 

However, the Faster R-CNN ResNet-101 network architecture 

type from steps 4000 to 5000 experienced an increase in the 

total loss value except from steps 3000 to 4000 which 

experienced a decrease in total loss. The smallest average total 

loss is obtained in the Faster R-CNN ResNet-101 network 

architecture at step 4000 [10]. 

The results obtained in Table 3 to Figure 12 show 

that the number of steps in the training process influences the 

total training loss value. As can be seen in the Faster R-CNN 

ResNet-50 network architecture type at steps 3000 to 5000, 

the loss value is decreasing. However, the Faster R-CNN 

ResNet-101 network architecture type from steps 4000 to 

5000 experienced an increase in the total loss value except 

from steps 3000 to 4000 which experienced a decrease in total 

loss. The smallest average total loss was obtained in the Faster 

R-CNN ResNet-101 network architecture, while the largest 

average total loss was in the Faster R-CNN ResNet-50 

network architecture model [11]. 

3.4 Total Loss in the Testing Process 

 
Table 4. Results of Total Loss Testing on Faster R-CNN 

ResNet-50 and ResNet-101 Network Architecture Models 

Network 

Architecture 
Step 

Trial- 

1 2 3 4 5 6 

Faster R-

CNN 

ResNet 50 

3000 0.493 0.492 0.433 0.430 0.413 0.408 

4000 0.448 0.445 0.406 0.401 0.386 0.386 

5000 0.439 0.436 0.371 0.370 0.367 0.364 

Faster R-

CNN 

ResNet 101 

3000 0.254 0.251 0.221 0.219 0.211 0.211 

4000 0.226 0.223 0.203 0.202 0.187 0.189 

5000 0.226 0.224 0.219 0.211 0.194 0.193 

 

Based on the results obtained in Table 4, it shows that 

the number of steps. The training process influences the total 

training loss value. As can be seen in the Faster R-CNN 

ResNet-50 network architecture type at steps 3000 to 5000, 

the loss value is decreasing. However, the Faster R-CNN 

ResNet-101 network architecture type from steps 4000 to 

5000 experienced an increase in the total loss value except 

from steps 3000 to 4000 which experienced a decrease in total 

loss. The smallest average total loss was obtained in the Faster 

R-CNN ResNet-101 network architecture, while the largest 
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average total loss was in the Faster R-CNN ResNet-50 

network architecture model [12]. 

3.5 Pressicion, Recall, dan F1 Score 
At the testing stage for recyclable waste detection, the 

parameters that will be created to group the detection results 

are True Positive (TP), False Positive (FP), and False 

Negative (FN). In this study, test results were obtained from 

30 and 50 images which were used as test images for 

detecting recyclable waste objects with a maximum amount of 

training data of 200 images [13]. System capabilities based on 

the Faster R-CNN ResNet-50 and ResNet-101 architectural 

network models are shown in Table 5 to Table 6 respectively. 

Table 5. Experimental Results on the Faster R-CNN 

ResNet 50 Network Architecture Model 

Faster R-CNN ResNet-50 

Trial- 
Step 

3000 4000 5000 

1 

TP 13 14 15 

FP 14 13 13 

FN 3 3 2 

2 

TP 22 25 26 

FP 24 23 21 

FN 4 2 3 

3 

TP 14 19 20 

FP 11 6 5 

FN 5 5 5 

4 

TP 24 28 35 

FP 18 19 14 

FN 8 3 1 

5 

TP 20 22 23 

FP 8 4 4 

FN 2 4 3 

6 

TP 34 38 40 

FP 12 9 7 

FN 4 3 3 

 

Table 6. Experimental Results on the Faster R-CNN 

ResNet-101 Network Architecture Model [14]. 

Faster R-CNN ResNet-101 

Trial- 
Step 

3000 4000 5000 

1 

TP 14 15 17 

FP 13 13 11 

FN 3 2 2 

2 

TP 24 26 29 

FP 23 22 20 

FN 2 2 1 

3 

TP 16 20 18 

FP 12 8 8 

FN 2 2 4 

4 

TP 28 35 31 

FP 18 8 11 

FN 4 7 8 

5 

TP 21 24 23 

FP 5 4 3 

FN 4 2 4 

6 

TP 36 42 40 

FP 9 7 8 

FN 5 1 2 

 Based on the values obtained in Table 5 and Table 

6, this can be done by calculating the precision, recall and F1 

Score values. To calculate these values, you can look at 

equations (3.1), (3.2), and (3.3) [15]. The results of precision, 

recall and F1 Score calculations based on the ResNet-50 and 

ResNet-101 architectural network models with the Faster R-

CNN algorithm are respectively shown in Table 7 and Table 

8. 

Table 7. Precision, Recall and F1 Score results based on 

the ResNet-50 architecture network model [16] 

Trial- Step Precision Recall F1 Score 

1 

3000 48% 81% 60% 

4000 52% 82% 64% 

5000 54% 88% 67% 

Average 64% 

2 

3000 48% 85% 61% 

4000 52% 93% 67% 

5000 55% 90% 68% 

Average 65% 

3 

3000 56% 74% 64% 

4000 62% 80% 70% 

5000 80% 80% 80% 

Average 71% 

4 

3000 57% 75% 65% 

4000 60% 90% 72% 

5000 71% 97% 82% 

Average 73% 

5 

3000 71% 91% 80% 

4000 85% 85% 85% 

5000 85% 88% 87% 

Average 84% 

6 

3000 74% 89% 81% 

4000 81% 93% 86% 

5000 85% 93% 89% 

Average 85% 

Average 63% 

 

Table 8. Precision, Recall and F1 Score results based on 

the ResNet-101 architecture network model 

Trial- Step Precision Recall F1 Score 

1 

3000 52% 82% 64% 

4000 54% 88% 67% 

5000 61% 89% 72% 

Average 68% 

2 

3000 51% 89% 65% 

4000 54% 93% 68% 

5000 59% 97% 73% 

Average 69% 

3 

3000 57% 89% 70% 

4000 71% 91% 80% 

5000 69% 82% 75% 

Average 75% 

4 

3000 61% 88% 72% 

4000 81% 83% 82% 

5000 74% 79% 77% 

Average 77% 

5 

3000 81% 84% 82% 

4000 86% 92% 89% 

5000 88% 85% 87% 

Average 86% 

6 3000 80% 88% 84% 
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Trial- Step Precision Recall F1 Score 

4000 86% 98% 91% 

5000 83% 95% 89% 

Average 88% 

Average 77% 

 

 Based on Table 7 and Table 8, the ResNet-50 and 

ResNet-101 network architecture models using the Faster R-

CNN algorithm obtained average F1 Score values of 63% and 

77%, respectively. This shows that ResNet-101 performs 

better when used in the Faster R-CNN algorithm [17]. The F1 

Score value for experiments with 50 test data is better than 

experiments with 30 test data for each method. This is 

because, 20 images from the test data of 50 images were 

obtained from images that had been trained. The best F1 

Score value was obtained on the ResNet-101 network 

architecture model in experiment 6 and step 4000.  

3.6 Comparison of Test Results of Two 

Architectures 
Based on several test results that have been carried 

out, a table summarizing the overall data from the two 

network architecture models used can be created which is 

shown in Table 9 [18]. 

Table 9 Comparison of Test Results from the Faster R-CNN 

ResNet-50 and Faster R-CNN ResNet-101 Network 

Architecture Models 

Architectural 

Models 
Parameter Mark 

 

Faster R-CNN 

ResNet-50 

Average Computational 

Training Time 

20 minute 37 

second 

Average Test Time 

Computation 

01 minute 29 

second 

Average Total Training Loss 0.1909 

Average F1 Score 63% 

 

Faster R-CNN 

ResNet-101 

Average Computational 

Training Time 

26 minute 01 

second 

Average Test Time 

Computation 

01 minute 34 

second 

Average Total Training Loss 0.1898 

F1 Score Average 77% 

Based on Table 9, it can be seen that computing the 

Faster R-CNN Resnet-101 for both the training and testing 

processes takes longer than the Faster R-CNN Resnet-50 

architectural model. However, the average total loss of Faster 

R-CNN Resnet-101 training is smaller than Faster R-CNN 

Resnet-50, namely 0.1898 and the average F1 score value is 

greater, reaching 77% [19]. On the other hand, the Faster R-

CNN Resnet-50 computation for both the training and testing 

processes requires faster time compared to the Faster R-CNN 

Resnet-101 architecture model. However, the average total 

training loss produced was the largest, namely 0.1909 and the 

average F1 score produced was low, namely 63%. 

3.7 Effect of Average Loss on Average F1 

Score 
The influence of the average total loss on the average 

F1 score results is shown in Figure 13. The graph of the 

average total loss and the average F1 score is the overall 

average of the two architectures used. 

 

Figure 13. Graph of the influence of the average total 

loss on the average F1 Score 

Based on Figure 13, the smaller the average total loss 

in the training process, the better the model is at learning 

object features so that the average F1 score value is greater. 

Recyclable waste detection errors occur because the object is 

too small or the image resolution is not good. Apart from that, 

detection errors are also caused by less complex data 

annotation processes [20].  

4. CONCLUSION 
From the series of tests that have been carried out, 

various things can be concluded that the two network 

architecture models studied resulted in an average F1 score of 

63% and 77% respectively, where the best F1 score is found 

in Faster R-CNN ResNet-101, but with a longer computation 

time when compared to the Faster R-CNN ResNet-50 

architecture model, where the average computation time for 

the training process of Faster R-CNN ResNet-50 and ResNet-

101 is 20 minutes 37 seconds and 26 minutes 01 seconds 

respectively. While the average computation time for testing 

Faster R-CNN ResNet-50 and ResNet-101 is 01 minute 29 

seconds and 01 minute 34 seconds respectively. The best F1 

Score value was obtained on the ResNet-101 network 

architecture model in experiment 6 and step 4000, namely 
91%. 
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