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Abstract: With the widespread adoption of Internet of Things (IoT) technology across various sectors, leading to a substantial increase 

in terminal devices and task data volumes. Efficient task scheduling has thus become a critical challenge in cloud computing. To 

address this issue, this paper introduces a novel Dual Adaptive Genetic Algorithm (DAGA), building upon the original Adaptive 

Genetic Algorithm (AGA) but tailored for the evolving characteristics of cloud environments. DAGA not only prioritizes minimizing 

total task completion time but also emphasizes achieving balanced average task completion times. The study includes simulations in a 

cloud computing environment using Matlab, where DAGA is compared against AGA. Test parameters are carefully set and adjusted to 

evaluate and contrast the original and enhanced algorithms. Through rigorous testing, DAGA demonstrates superior performance over 

AGA in terms of both total job completion time and average task completion time. 
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1. INTRODUCTION 
With the rapid advancement of IoT technology, its integration 

into industries such as healthcare, manufacturing, and smart 

cities has led to an exponential increase in the number of 

connected devices and the volume of data generated [1]. This 

surge in IoT applications has placed immense demands on 

cloud computing infrastructures, where managing and 

offloading tasks efficiently has become a crucial challenge 

[2]. The increasing complexity of task data, the dynamic 

nature of workloads, and the need for real-time processing 

have intensified the need for more sophisticated offloading 

strategies. Current cloud computing environments require 

algorithms that can not only handle large-scale data but also 

optimize the overall system performance. Motivated by the 

limitations of traditional methods in meeting these demands, 

this paper explores enhanced approaches for task offloading in 

cloud computing, with the goal of improving both efficiency 

and resource utilization [3]. 

In modern cloud computing environments, task offloading 

faces several challenges. These include the fluctuating nature 

of workloads, the need to minimize total task completion 

time, and the challenge of balancing load across computing 

resources to prevent bottlenecks. Existing approaches like the  

AGA have shown promise but often fall short in 

accommodating the diverse and dynamic conditions of cloud 

systems [4]. The AGA typically focuses on optimizing total 

completion time, but it overlooks other critical factors such as 

the average completion time, which can lead to inefficiencies. 

To address these challenges, this paper proposes the DAGA. 

The DAGA enhances the traditional AGA by introducing a 

second fitness function that not only considers the total job 

completion time but also incorporates the average task 

completion time as a key factor, leading to more balanced 

workload distribution and improved overall performance. 

This paper makes several key contributions to the field of 

cloud computing task offloading. First, it introduces the 

DAGA algorithm, which improves upon existing genetic 

algorithms by integrating a dual fitness function to better 

balance total and average completion times. Second, it 

provides a comprehensive comparison between the traditional 

AGA and the improved DAGA through extensive Matlab 

simulations, demonstrating significant improvements in 

performance. Lastly, the paper outlines a clear and practical 

framework for implementing DAGA in cloud environments. 

The structure of the paper is as follows: Section 2 reviews 

related work on task offloading algorithms, Section 3 presents 

the proposed DAGA method, Section 4 details the 

experimental setup and results, and Section 5 concludes with a 

discussion of the findings and potential future work. 

2. RELATED WORK 
This section describes the current state of research: Firstly, 

Karishma et al. improved the performance of Genetic 

Algorithm (GA) by introducing new crossover and mutation 

operators, and enhanced the functionality of traditional 

Particle Swarm Optimization (PSO) by combining it with GA 

[5]. Furthermore, Li et al. proposed an improved ga-encoding 

double chromosome with a conflict mediation mechanism to 

genetically manipulate populations while satisfying these 

limitations. The proposed GA ensures universal excellence in 

population evolution while significantly improving population 

optimization and convergence performance [6]. Last but not 

list, the strategy proposed by Deepak et al. focuses primarily 

on minimizing task execution time by treating it as a fitness 

function when GA is implemented. Reinforcement learning is 

integrated with the proposed algorithm to improve its 

performance while finding the optimal resource allocation [7]. 

3. SYSTEM MODEL 
Mission alignment in the cloud environment is a multi-goal 

optimization issue that has proven to be a NP-hard problem 

[8]. There are two main aspects: from the reader's point of 

view, the completion time of the work should be minimized. 

The completion time should be within the tolerance period. 

Therefore, the completion time of the work should be 

minimized. In the cloud environment, mission offloading is a 

three-tier structural model, i.e., task request, resource 

management, and task execution. At the first level, users 
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interact with the system; At the middle level, resource 

management plays an important role in job separation, task 

allocation and resource management. At the last level, the task 

is executed as an ordered predetermined sequence. Resource 

management is the key to task allocation. The specific 

framework is shown in Figure 1: 

 

Figure 1: System flow framework diagram 

In the figure, different numbers represent different tasks, and the tasks 

contained in the node represent calculations at that node. 

3.1 Genetic algorithms 
The genetic algorithm mimics the phenomena of 

multiplication, crossover, and genetic mutation in the natural 

world and natural inheritance processes [9]. It will each 

possible solution is treated as an individual in a group (all 

possible solutions), and each individual is encoded in the form 

of a string of characters, and each individual is evaluated 

according to a predetermined target function. Give an 

adaptation value. In the beginning, a number of individuals 

are born at random, and according to the adaptability of these 

individuals, genetic operators are used to manipulate these 

individuals to obtain a new group of individuals that inherit 

some excellent traits from the previous generation. As a 

result, it is clearly superior to the previous generation, and this 

is gradually moving towards a better understanding. The 

legacy algorithm simultaneously searches for different regions 

of the parameter space at the same time in each generation, 

and then concentrates the attention to the one with the highest 

medium-term value of the solution space partly, the 

possibility of finding the best solution for the whole situation 

is greatly increased [10]. The flow of the genetic algorithm is 

shown in Figure 2: 

 
Figure 2: Genetic algorithm flow diagram 

The objective of this paper is to complete the tasks in a cloud 

environment in a short time and to complete them evenly. It 

doesn't take too long to grow up either. Taking into account 

the average time spent on the task is conducive to the 

convergence and development of the algorithm, so as to find 

the best solution [11]. Therefore, the text defines two 

adaptation functions: 

i

1
T

1
fitness =

                                  

(1) 

where  populationi1  , iT  is the time when the i-th 

individual completes the overall task. 

 

 (2) 

where  populationi1  , )i,t(imeT  represents the 

time taken to complete the t-th task in individual i. 

With the double adaptation function, a measurement criterion 

is required before selecting a chromosome. In this paper, the 

parameters 
1c  and 

2c  are cited to show the probabilities of 

choosing 
1p  and 

2p , respectively, where 0c1  , 1c2  , 

1cc 21 =+ . Randomly select one as the probability of the 

selected individual. As a result of the above operations, there 

are individuals in the population with a short total completion 

time and a short average completion time. The selection 

probabilities are shown in equations (3) and (4): 
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(3) 

 

(4) 

 

where fitness  indicates the individual's suitability in 

choosing the fitness function )i(P ; Population  

indicates population size. Finally, a round-robin strategy is 

used to make individual selections. As mentioned above, the 

greater the individual adaptation value, the greater the 

likelihood that the individual will be selected. In order to 

implement this algorithm, the program uses the 

rand function to automatically obtain a number k , where 

1k0  . If the number of machines k  is full of 

i211i21 PPPkPPP ++++++ −  . Then the 

first i-individual will be selected. 

The method of this algorithm is based on the random 

exchange of gene pairs. If the two individuals iX  and jX  

are crossed, one or more pairs of the allied genes on iX  and 

jX  are swapped by randomly swapping the genes. The 

variation operator uses reverse variation, which is to randomly 

select a gene for chromosomes to perform a first-place 

inversion. The self-adapting crossover and variation 

probabilities used in the experiment are as follows: 

(5) 

 

(6) 

 

where 1kkkk 4321 +++  , maxf is the maximum 

fitness values in the population, f  is the average fitness 

value of each generation, 'f  is the greater fitness value of 

the two individuals to be crossed, and f  is the fitness value 

of the individuals to be different. 

3.2 Task offloading 
For the purpose of analysing the total completion time of the 

assignments, the number of tasks in the overall definition of 

this document is , and since the computing capacity of each 

node is fixed, the execution time of the tasks can be estimated 

after the tasks are loaded. In this paper, the moment matrix  is 

used to represent the number of task on the i-th on the i-th 

node [12]. Therefore, the time spent for the n-th task can be 

calculated from the decoded sequence and matrix, and the 

total time to complete the work is shown in Equation 7. If a 

single point fails to be achieved in the process, the average 

completion time of the operation can be expressed as 

Equation 8 : 


=

=
=

k

1j
1i

)i,j(TaskTimemax)t(Time

       

(7) 

                           

 (8) 

 

where )i,j(TaskTime  represents the time cost of 

executing itask  at node i , and Time  represents the 

average completion time. 

4. SIMULATION AND DISCUSSION 
In order to evaluate the convergence of the legacy algorithm 

proposed in this paper, this chapter mainly tests the MATLAB 

simulation cloud environment task tuning problem. DAGA 

and AGA were compared in the same environment, and the 

test results were analyzed. 

4.1 Experimental scheme and parameter 

setting 
Suppose the number of physical nodes is 50, and the size of 

each block is 128M [12]. In order to verify the universality of 

the algorithm, the empirical data is modeled on the size of the 

data set up by the weekly submission. The total number of 

jobs is 30, and the number of tasks in a single operation varies 

from 1 to 100, as shown in Table 1.  Matrix are randomly 

generated by the system. The specific parameter settings are 

shown in Table 2 [14]. If it is executed 200 times, if there is 

no obvious time change for 50 generations, the algorithm is 

considered to be approximately convergent and the algorithm 

is terminated. In addition, if the algebra of evolution exceeds 

the maximum algebra set, the algorithm is terminated. 

Table 1 Job information 

Number of jobs Task number Percentage 

15 1-5 50% 

8 6-20 27% 

4 21-52 13% 

3 53-100 10% 
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Table 2 Parameter setting table 

4.2 Experimental results and analysis 
In order to verify the effectiveness of the algorithm, the ability 

of task offloading under the same task density is discussed. To 

reduce initialization errors, each experiment was performed 5 

times under the same conditions. For the same number of 

tasks, the convergence results of different algorithms are 

shown in Figure 3 : 

 

 

Figure 3: Comparison of Task Completion Time 

Generally speaking, the total completion time of the operation, 

the average completion time, interacts in the process of 

evolution, and finally the experiment returns to a 

comprehensive task adjustment sequence that takes into 

account the above two aspects. However, DAGA is slightly 

slower to converge than AGA. AGA converges left and right 

in the 100th generation, while DAGA converges left and right 

in the 160th generation. This is due to more factors than 

consideration. This strategy of getting less time to complete 

work in a small iteration time is acceptable. Therefore, it can 

be considered that the dual-fitness arithmetic proposed in this 

paper that comprehensively considers the total completion 

time of the operation and the average completion time of the 

operation still has good convergence. 

5. CONCLUSION 
The advent of cloud computing has revolutionized the 

landscape of on-demand parallel processing for large-scale 

data, presenting an exhilarating opportunity to tackle complex 

computational tasks with unprecedented efficiency. However, 

a significant challenge lies in optimizing the completion time 

of individual assignments while ensuring these durations 

remain reasonably brief. This balance is crucial to maintain 

system responsiveness and resource utilization efficiency. In 

this context, genetic algorithms emerge as a powerful tool, 

leveraging their adaptive search capabilities to evolve a tuning 

sequence for task execution that minimizes both total and 

average operational times. This paper proposes a task tuning 

algorithm based on the legacy arithmetic to find a satisfactory 

solution for the operational tuning. The goal is to ensure that 

the overall completion time is short and the average work time 

per task remains reasonable.  

Whole-of-the-road adaptive control strategies that can be 

considered in the future. For example, in order to maintain 

population diversity, population size should be larger in the 

Algorithm Parameter Size 

 Population 100 

 k1 0.35 

AGA k2 0.85 

 k3 0.06 

 k4 0.08 

 Population 100 

 k1 0.35 

 k2 0.85 

DAGA k3 0.06 

 k4 0.08 

 c1 0.6 

 c2 0.4 
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early stages of evolution and smaller in the later stages of 

evolution; Individuals with good performance should perform 

more cross-manipulations, while individuals with low fitness 

should perform more variation manipulations to better match 

the fitness function. Considering the unique nature of the 

cloud environment, the time complexity should not be too 

high. 
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