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Abstract: With the exponential increase in IoT devices, there is a growing demand for efficient threat recognition and 

classification to handle massive data generated in Cloud-IoT environments. This research introduces a hybrid machine learning 

framework that combines an optimized K-Means clustering algorithm with a machine learning model to enhance data processing 

in IoT systems. The optimized K-Means algorithm facilitates initial data grouping, significantly reducing computational 

complexity and improving clustering accuracy. Subsequently, a hybrid model integrates Convolutional Neural Network (CNN) 

for feature extraction and Support Vector Machine (SVM) for precise classification, effectively handling the diverse and high-

dimensional data in Cloud-IoT systems. Experimental results show that the proposed method achieves superior accuracy and 

processing efficiency compared to conventional approaches, making it a robust solution for scalable IoT data management. 
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INTRODUCTION 

The Internet of Things (IoT) is transforming a wide range of 

industries by connecting devices to the internet, enabling 

seamless interaction between physical objects and digital 

systems. With IoT’s expansion, the number of connected devices 

is projected to reach 29.3 billion by 2023, generating vast 

amounts of data that pose significant challenges for data 

management, storage, and processing within IoT environments. 

This exponential data growth demands efficient solutions for data 

recognition and classification, which are essential for timely and 

accurate IoT operations. The IoT market is projected to grow 

significantly, with estimates suggesting that by 2030, there could 

be over 30 billion connected devices worldwide (Statista, 2021). 

To address these issues, cloud computing has become integral to 

IoT, offering scalable data storage, high processing power, and 

on-demand computational resources. Major cloud platforms, such 

as AWS, Microsoft Azure, and Google Cloud, provide 

Infrastructure as a Service (IaaS), Software as a Service (SaaS), 

and Platform as a Service (PaaS) solutions, making cloud 

resources accessible and economical for IoT applications. Figure 

1 illustrates the diverse applications of cloud-integrated IoT in 

fields like healthcare, smart cities, agriculture, and transportation. 

Given these vulnerabilities, it is crucial to develop security 

frameworks specifically designed for IoT environments. Existing 

cybersecurity approaches are often ill-suited for the unique 

challenges of IoT. A hybrid security framework combines various 

strategies to provide a more comprehensive defence. Key 

components of this approach include layered security, real-time 

analysis, and adaptability. Layered security involves 

implementing multiple layers of protection to defend against a 

variety of threats, ensuring a more comprehensive security 

framework (NIST, 2018). Real-time analysis leverages machine 

learning algorithms to continuously monitor and analyze data, 

enabling the system to detect anomalies and respond to potential 

threats as they arise (Scully et al., 2018). Adaptability refers to 

the system's ability to evolve in response to new and emerging 

threats, adjusting to the diverse landscape of IoT devices. By 

integrating machine learning techniques, such as K-means 

clustering, this approach enhances the framework’s ability to 

detect and respond to threats dynamically, addressing current 

vulnerabilities while also preparing for future challenges. 

 

Figure 1: A generic IoT network architecture 

Despite these advancements, data recognition in IoT systems 

remains challenging, particularly in cloud environments where 

high data transfer rates can complicate real-time processing and 

analysis. This study leverages Convolutional Neural Networks 

(CNN) and machine learning techniques to enhance IoT data 

recognition and classification, creating a robust and scalable 

solution for cloud-based IoT systems. Common security 

challenges in the realm of IoT include data breaches, malware 

attacks, privacy concerns, and denial of service (DoS) attacks. 

Data breaches occur when unauthorized access is gained to 

sensitive information, often due to weak authentication protocols 
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(Weber, 2010). Another significant threat is malware attacks, 

where IoT devices can be hijacked and used to form botnets, 

which can then launch Distributed Denial of Service (DDoS) 

attacks (Symantec, 2019). Additionally, the privacy concerns 

associated with IoT are substantial, as these devices often collect 

vast amounts of personal data, which can lead to regulatory 

scrutiny and privacy violations (Zhou et al., 2019). Finally, 

Denial of Service (DoS) attacks can overwhelm IoT devices by 

flooding them with excessive traffic, causing the devices to 

become inoperable and disrupting the services they provide 

(Miorandi et al., 2012). 

Security in IoT environments is inherently complex due to the 

heterogeneity of connected devices and their resource constraints 

(Rukmony & Gnanamony 2023). Traditional security 

mechanisms fall short in addressing the dynamic nature of IoT 

ecosystems, prompting the need for a theoretical foundation that 

integrates multiple security paradigms. 

 

REVIEW OF RELATED WORKS 

The Internet of Things (IoT) has become a transformative force, 

facilitating data sharing and enhancing various applications 

across fields such as smart grids, healthcare, agriculture, and 

autonomous vehicles (Cai et al., 2017; Celesti et al., 2018; Yang 

et al., 2018). IoT enables real-time interaction between physical 

and virtual entities, which can occur directly or through 

intermediaries like cloud computing (Chaudhry et al., 2020). 

However, the rapid growth in the number of IoT devices brings 

challenges related to storage, processing capacity, and security, 

necessitating integration with cloud computing for efficient data 

management (Haghi et al., 2020; Jiang et al., 2019). 

To address these challenges, the concept of the "Cloud of Things" 

(CoT) has emerged, merging IoT with cloud services to enhance 

scalability, flexibility, and security (Manoharan et al., 2023). CoT 

benefits from advanced encryption methods, such as ciphertext 

policy attribute-based encryption, which secures data 

transmission and helps maintain data integrity across IoT systems 

(Samanta et al., 2021). The use of deep learning models, 

particularly Convolutional Neural Networks (CNNs), has been 

explored to improve data recognition and anomaly detection in 

IoT applications, providing robust solutions for cybersecurity and 

monitoring (Peng et al., 2019; Ullah & Mahmoud, 2021). 

CNNs, which are widely used in image processing and object 

recognition, offer substantial benefits in applications requiring 

high accuracy, such as autonomous driving and obstacle detection 

(Li et al., 2020). However, traditional CNN models are 

computationally intensive, making them challenging to deploy on 

IoT devices with limited resources. To address this issue, hybrid 

models combining CNN with Support Vector Machine (SVM) 

classifiers have been developed. These models use CNN as a 

feature extractor while relying on SVM for classification, 

achieving a balance between accuracy and computational 

efficiency (Ahmed et al., 2020). Such hybrid CNN-SVM models 

are particularly suited for resource-constrained IoT environments, 

as they reduce computational demands without compromising on 

classification accuracy (Ferrag et al., 2021; Ray et al., 2019). 

 

In addition to hybrid models, optimized clustering algorithms like 

K-Means have shown promise in organizing high-dimensional 

IoT data into manageable clusters. Enhanced K-Means algorithms 

improve cluster center selection, thus reducing computational 

complexity and achieving higher clustering precision, which is 

crucial for applications involving large volumes of data, such as 

smart city infrastructure and healthcare monitoring (Manoharan 

et al., 2021). 

This study builds upon these foundational works by proposing a 

novel framework that integrates optimized K-Means clustering 

with a CNN-SVM hybrid model. The objective is to enhance data 

recognition and classification within Cloud-IoT systems, 

addressing both accuracy and efficiency challenges associated 

with traditional data processing techniques in large-scale IoT 

applications. 

PROPOSED METHOD 

This study presents a robust two-phase framework to address the 

challenges of data recognition and classification in Cloud-IoT 

systems, where both accuracy and computational efficiency are 

critical. The proposed framework combines an optimized K-

Means clustering algorithm for data organization and a hybrid 

deep learning model integrating Convolutional Neural Network 

(CNN) and Support Vector Machine (SVM) for classification. 

This method capitalizes on the strengths of each algorithm to 

deliver a scalable and effective solution for IoT data processing. 

 

Figure 2: the workflow of the proposed model 

A. Data Clustering Phase 

The initial phase of this framework employs an optimized K-

Means clustering algorithm, which plays a crucial role in reducing 

data dimensionality and computational load before classification. 

Traditional K-Means clustering relies on randomly selecting 

initial cluster centers, which can lead to inconsistencies in cluster 

quality and higher computational costs due to the increased 

number of iterations required to reach convergence. In response, 

this study enhances the K-Means clustering algorithm by using an 

optimization technique that strategically selects initial centroids 

based on data distribution patterns. 

By employing this optimized approach, the clustering algorithm 

achieves faster convergence with fewer iterations, effectively 

reducing processing time and resource usage. This optimized K-

Means clustering not only organizes data into more accurate 

clusters but also significantly improves the relevance of features 

fed into the CNN-SVM model in the next phase. Furthermore, 

this clustering phase groups data points based on their similarity, 

making it easier for the deep learning model to distinguish 
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between different data classes, ultimately enhancing 

classification accuracy. 

B. Data Training and Classification Phase 

Following clustering, the data undergoes classification through a 

hybrid CNN-SVM model, which leverages the advantages of 

CNN’s feature extraction capabilities and SVM’s strong 

classification boundaries. CNNs are well-regarded for their 

ability to automatically learn hierarchical features from high-

dimensional data, making them ideal for IoT applications where 

data variability is high. The CNN component processes the 

clustered data to identify essential features, such as textures, 

shapes, and patterns, which are crucial for distinguishing between 

classes. This study’s CNN architecture includes several 

convolutional layers, pooling layers, and activation functions, 

designed to capture complex features while maintaining 

computational efficiency. 

To enhance classification performance, the SoftMax layer 

typically used in CNNs is replaced by an SVM classifier. Unlike 

SoftMax, which tends to perform best on linearly separable 

classes, SVM provides more robust decision boundaries and is 

well-suited for handling complex and overlapping data 

distributions. The SVM classifier in this model uses the features 

extracted by CNN to categorize data into distinct classes, 

achieving higher precision, especially in binary and multi-class 

classification tasks. This CNN-SVM hybrid model is optimized 

for IoT data, balancing the high accuracy of deep learning with 

the efficiency needed for IoT environments. 

C. Implementation and Deployment Considerations 

For practical deployment in Cloud-IoT systems, this framework 

is designed to be scalable and compatible with cloud 

infrastructures. The data clustering and classification phases are 

implemented as independent modules, enabling parallel 

processing to reduce latency and accommodate large volumes of 

IoT data. This modular design also allows the framework to be 

easily integrated into existing cloud-based IoT architectures, 

where data preprocessing, feature extraction, and classification 

can be distributed across cloud resources. Additionally, the 

framework’s reliance on optimized algorithms ensures that it can 

operate within the constraints of typical IoT devices and 

networks, minimizing the computational burden on individual 

devices. 

By combining optimized K-Means clustering with CNN-SVM 

hybrid classification, this framework addresses the core 

challenges of accuracy, computational efficiency, and scalability 

in Cloud-IoT data recognition. This approach not only improves 

classification accuracy but also reduces processing time, making 

it a practical solution for real-time IoT applications such as smart 

city infrastructure, healthcare monitoring, and autonomous 

vehicle navigation. The proposed method demonstrates 

significant advantages over traditional CNN and SVM models, 

providing an effective balance between precision and efficiency, 

essential for large-scale IoT deployments. 

 

 

 

RESULT AND DISCUSSION 

The proposed model's results highlight its improved efficiency in 

data recognition and classification in a Cloud-IoT system using 

an optimized K-Means clustering algorithm and a hybrid CNN-

SVM model. The following key metrics were evaluated: 

Clustering Convergence Rate: The optimized K-Means clustering 

algorithm demonstrated superior convergence compared to 

traditional K-Means and fuzzy c-means algorithms. Convergence 

was achieved in fewer iterations, as shown in Figure 4, due to the 

resemblance-based clustering approach. While traditional 

methods required additional iterations, the optimized approach 

converged rapidly, indicating reduced computational time and 

resources. 

Clustering Accuracy: As seen in Figure 5, the optimized K-Means 

algorithm achieved higher clustering accuracy than traditional 

clustering algorithms. By using zero-mean normalization and 

optimized cluster center calculations, the proposed algorithm 

minimized cluster overlap and improved accuracy in grouping 

IoT data. This accuracy enhancement is critical for IoT 

applications, where precise clustering can lead to more reliable 

data processing and better decision-making. 

Computation Time: The optimized K-Means clustering algorithm 

reduced computation time significantly compared to conventional 

methods (Figure 6). This efficiency stems from the reduced 

iteration count and optimized calculations, making the model 

suitable for real-time IoT data processing, where rapid clustering 

is essential to support timely data recognition and action. 

Error Rate: The proposed clustering approach achieved a lower 

error rate, as shown in Figure 7, compared to traditional K-Means 

and fuzzy c-means algorithms. Lower error rates indicate that the 

clustering algorithm could accurately group data with minimal 

misclassification, thereby enhancing the reliability of subsequent 

data analysis and classification stages. 

Hybrid CNN-SVM Model Performance: The hybrid CNN-SVM 

model showed superior performance in comparison to other 

hybrid models, including CNN-KNN and CNN-GA, in terms of 

running time, data recognition rate, and classification accuracy. 

Running Time: Figure 8 shows that the CNN-SVM model 

required less running time than other hybrid models. This 

efficiency is attributed to CNN's effective feature extraction, 

which reduced the computational load on the SVM classifier. As 

a result, the model is well-suited for environments where 

processing speed is critical. 

Recognition Rate: The proposed CNN-SVM model achieved a 

high recognition rate (Figure 9). By integrating CNN’s feature 

extraction capabilities with the SVM classifier’s robust separation 

ability, the model accurately recognized IoT data patterns. This 

recognition efficiency is essential for identifying and categorizing 

data in complex IoT systems, particularly in real-time 

applications. 

Classification Accuracy: As demonstrated in Figure 10, the 

hybrid CNN-SVM model achieved higher classification accuracy 

than other hybrid models. This improvement indicates that the 

model can effectively classify IoT data into distinct categories, 
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supporting more accurate decision-making processes in Cloud-

IoT systems. 

Effectiveness of SVM Verdict Functions: The model was 

evaluated under two SVM verdict functions: one-versus-one and 

one-versus-rest. As shown in Table 1, the one-versus-one 

function achieved slightly higher accuracy than one-versus-rest in 

both training and testing phases, suggesting that the choice of 

SVM configuration can further optimize classification 

performance. 

Comparative Analysis and Overall Efficiency 

The comparative analysis presented in Figure 11 confirms that the 

proposed model’s efficiency surpasses that of other hybrid 

approaches. This is due to the synergy between optimized K-

Means clustering and the hybrid CNN-SVM architecture. The 

optimized K-Means clustering reduces the computational load on 

the CNN-SVM model by pre-processing and structuring data 

clusters, while CNN-SVM improves recognition and 

classification accuracy. 

The results demonstrate that integrating an optimized K-Means 

clustering algorithm with a CNN-SVM hybrid model leads to 

substantial improvements in computational efficiency, accuracy, 

and error reduction. This combination provides a robust solution 

for data recognition and classification in large-scale Cloud-IoT 

systems. The proposed model not only accelerates data 

processing but also enhances the accuracy of IoT data 

interpretation, supporting various real-time applications that rely 

on rapid and accurate data analysis. 
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