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Abstract: Approximately one in three women worldwide experience physical, mental, or sexual violence, making violence against 

women (VAW) a serious public health emergency. One of the main issues in educational institutions is violence against women. With 

the introduction of smart campuses and smart technologies, educational institutions are doing everything within their power to avert 

these kinds of incidents. Recent developments in computer science, such as artificial intelligence (AI), Internet of Things (IoT), and 

pattern recognition, have been essential in creating solutions meant to stop and react to VAW. This study presents a thorough 

systematic review from academic digital libraries from 2010-2023 of some of the initiatives that have been used to address the issue of 

violence against women. The state-of-the-art for these contributions is currently described in this document along with trends, 

architectures, technologies, and open problems. It highlights how these technological interventions are utilized for early detection, 

prevention, and response to incidents of VAW. The findings suggest a growing reliance on technology to create safer educational 

environments, but also emphasize the need for continued research, particularly in developing inclusive, ethical, and effective 

technological solutions. This review aims to inform stakeholders in the education and technology sectors about the current state of 

computer science applications in the fight against VAW, providing insights into best practices and areas for future development. 
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1. INTRODUCTION 
As defined by the Violence Prevention Alliance of the World 

Health Organization (VPA), violence is "the intentional use of 

physical force or power, threatened or actual, against oneself, 

another person, or against a group or community, that either 

result in or has a high likelihood of resulting in injury, death, 

psychological harm, maldevelopment, or deprivation." 

Although anyone can become a victim of violence, some 

people are more susceptible than others, such as women. 

Globally, about 30% of women have experienced non-partner 

sexual assault or intimate partner violence (IPV) at some point 

in their life [1]. 
 

According to the United Nations [2], violence against women 

is a global issue that affects higher education institutions 

(HEIs), the public and private sectors, and both. According to 

the UN, this kind of violence can happen in homes, in public 

spaces like schools, or both [3]. In light of these concerning 

facts and the widespread prevalence of violence against 

women, it is critical to investigate and put into practice 

practical solutions—using technology in particular—to stop 

and deal with this problem in all spheres of society, including 

the educational sector. 

 

Tolerating violence against women in schools is a major sort 

of discriminatory behavior that endangers the learning 

environment and the educational prospects for girls. 

According to [4], girls are disproportionately the targets of 

sexual and physical violence in schools. In addition, male 

peers and occasionally instructors harass, rape, and abuse girls 

sexually. Addressing violence against women (VAW), a 

significant public health concern in educational institutions 

requires any form of intervention. 

Numerous studies indicate that violence against women in 

college and university settings is on the rise [5], for instance, 

iscovered that 32.4% of 295 female students at Ebonyi State  

University in Nigeria reported having been sexually assaulted. 

At the University of Kano in Northern Nigeria, out of 300 

female students, 22.8% said they had experienced emotional, 

sexual, or physical abuse [5]. In a poll conducted by the 

University of Port Harcourt, 46.7 percent of 400 female 

undergraduates said they had been victims of sexual abuse. Of 

those 46.7%, 33.7% said they had experienced fondling or 

having their privates grabbed [6]. 

In Goa, [7] reported that 33 percent of the students, male and 

female alike, had experienced sexual abuse. Other studies 

show that 98% of students reported having experienced 

physical abuse, while 67% of girls in Botswana and Uganda, 

respectively, reported being mocked and harassed by their 

instructors [8]. These figures demonstrate the extent of 

violence suffered and witnessed by women, which in turn 

affects pupils. Gender coexistence is impeded by violence 

from occurring respectfully and peacefully. Furthermore, 

VAW management is necessary for gender equality. 

 

VAW happens in universities, even though it is rarely 

discussed in public. However, there are a few reported cases 

where students organized a peaceful protest against VAW and 

presented the Vice Chancellor with an 18-point petition, such 

as at the University of Namibia [9]. The petition included a 

request to action against people who misused their position of 

authority by trading marks for sex, as well as those who 

disseminated pornography of their sex experiences online, on 
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Facebook, or through mobile devices. According to [9] 

research, university students in Kenya saw that there was a 

definite exchange of sex for basic needs like food, 

transportation, hygiene supplies, and forgettable marks. These 

VAW difficulties have a major impact on human growth, 

especially in the twenty-first century when cultures and 

groups are actively working together to accomplish faster and 

more significant global advances. 

 

Girls who experience violence in schools have a lower chance 

of staying in school, doing well academically, and 

participating in class. According to [10], this issue occurs not 

just in the homes where children are meant to feel protected 

but also in the schools where children are supervised by some 

of the same teachers who also physically and sexually abuse 

them. VAW does indeed have serious consequences. 

Therefore, it is imperative to educate women and the wider 

public that any form of violence is abhorrent. In addition, 

Women must also have protection and support. 

 

The latest technological developments offer a singular chance 

to create creative tactics that surpass conventional methods. 

Artificial intelligence (AI) can be used, for example, to create 

predictive models that identify risk indicators and initiate 

early interventions. Similar to this, real-time monitoring and 

alert IoT-powered systems can be leveraged to improve 

campus security. Cloud and mobile computing can make it 

easier to provide easily available platforms for incident 

reporting and support requests, preventing victims from being 

alone and enabling them to get help quickly. Educational 

institutions can take proactive measures to avoid VAW and 

promote a culture of safety and respect by utilizing the power 

of these technologies.  

 

By combining these cutting-edge technologies, violence 

against women at educational institutions is being addressed 

in a way that is more proactive and data-driven than 

traditional approaches. The goal of this study is to employ 

computer science solutions to not only respond to VAW 

situations but also to avoid them in the first place. This will 

make the learning environment safer and more encouraging 

for all students. The goal of this project is to investigate the 

entire range of computer science solutions, with an emphasis 

on their application in the real world and their potential to 

reduce violence against women in educational settings. 

 

This study is crucial to addressing the rising issue of violence 

against women in educational settings. It investigates how 

computer science methods and technology could improve 

security and safety in these kinds of environments. Through 

the identification and assessment of technology-based 

interventions, this research provides novel approaches to 

address an ongoing issue. It is anticipated that the results will 

offer actionable advice on how to stop and deal with this kind 

of violence, assisting legislators, educators, and tech 

developers in their endeavors to make spaces safer. This study 

further advances the conversation around gender-based 

violence by offering a technological viewpoint to supplement 

conventional tactics. The research's significance ultimately 

rests in its capacity to significantly alter how women are 

protected from assault in educational environments. 

 

The harm that violence against women in schools does to their 

physical, emotional, and intellectual well-being is still a major 

worldwide problem. In order to come up with creative ways to 

identify, stop, and deal with this kind of violence, computer 

science has become a crucial discipline. These solutions have 

a wide range of uses, including safety apps, online harassment 

detection algorithms, and educational initiatives meant to alter 

social norms and behavior. Despite these developments, there 

are still a lot of unanswered questions in the field, especially 

when it comes to the efficiency, usability, and user acceptance 

of these technologies. 

 

How CS and associated technologies can potentially treat 

VAW have been illustrated in earlier paragraphs. This article 

describes contemporary efforts in many domains to prevent 

VAW and searches for new designs, patterns, technologies, 

and unsolved problems This paper aims to fill this vacuum in 

the literature and offer recommendations to researchers who 

wish to tackle VAW from an engineering and CS standpoint. 

This project seeks to explore and assess effective technology 

solutions for this important issue. 

 

The paper is formatted as follows. Section 2 discusses the 

technique used for the review. In Section 3, the procedure for 

data extraction is explained. Section 3 offers a comprehensive 

review of the literature, including theoretical frameworks, 

empirical studies, and noteworthy findings. Section 4 

summarizes the review's analysis, recommendations, and 

conclusions and concludes Section 5. 

 

1.2 Research Objectives 

i) To identify and analyze Information Technology 

solutions developed and implemented to address violence 

against women (VAW) in educational institutions across 

various Information Technology (IT) problem domains. 

1.3 Research Questions 

i) What Information Technology solutions have been 

developed and implemented to address violence against 

women (VAW) in educational institutions, and how are they 

applied across various Information Technology (IT) problem 

domains? 

2. METHODOLOGY 

 
This section presents the methodology used to conduct this 

extensive literature review. Among the phases covered are a 

description of the study topics, a search strategy, selection 

criteria, and a plan for data extraction and synthesis. The only 

research question that guided this investigation was: 

 

RQ1. What Information Technology solutions have been 

developed and implemented to address violence against 

women (VAW) in educational institutions, and how are they 

applied across various Information Technology (IT) problem 

domains? 

2.1 Search Strategy  
To find the materials for this study, a thorough search was 

carried out using academic digital libraries and search engines 

for the years 2010–2023. A wide range of scientific and 
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technological topics are covered by the digital libraries and 

search engines indicated in Table 1, some of which are 

specifically relevant to the goal of this paper and were chosen 

for study extraction. 

Table 1: Information sources for studies 

Source  URL 

IEEE Digital Library https://ieeexplore.ieee.org 

The ACM Digital 

Library 

https://dl.acm.org 

PubMed Digital 

Library 

https://pubmed.gov 

Springer Digital 

Library 

https://link.springer.com 

Science Direct Digital 

Library 

https://www.sciencedirect.com 

 

Next, the search method sought possibly relevant primary 

research from each of Table 1's information sources. The two 

keyword sets in Table 2 were based on the study questions.  

Computer science and related technologies are in Group 1, 

whereas virtual and analog worlds are in Group 2. Boolean 

ANDs and ORs were used to combine Group 1 and Group 2 

terms into search strings. 

 

Table 2: Search Items 

 

Group 1  Group 2 

Computer science, the 

Internet of Things, 

IoT, Artificial 

Intelligence, AI, 

Machine Learning, 

Deep Learning, DL, 

ubiquitous computing, 

Women's abuse, gender-based 

violence against women, violence 

against women, violence against 

women, verbal abuse directed 

against women, intimate partner 

violence, adolescent violence, 

peer violence, abuse of women, 

and domestic violence. Schools, 

universities, tertiary institutions, 

colleges.  

 

 

Following a comprehensive examination, it was determined to 

include the paper if it met the subsequent quality standards:  

 

• The article's title and abstract were perused. The abstract 

was disregarded if it did not refer to VAW-like concepts or 

the application of CS or related technologies.  

• The paper takes a computer science approach to the VAW 

problems.  

• The architecture or design used to implement the proposed 

paradigm is described in depth in the article;  

• The suggested model was inspired by similar projects, which 

are explained in the paper. 

After that, we went through the articles we had gathered, 

examining the manuscripts to make sure they met the 

inclusion criteria that had been previously set as well as for 

exclusion.  

 

• Research that doesn't particularly discuss how to use 

technology to stop violence against women.  

• Research examining violence against women outside of 

academic institutions.  

• Unrelated to study aims;  

• Grey literature, opinion pieces, and non-peer-reviewed 

publications, as they might not have a rigorous research 

technique and peer validation. 

 

2.2 Selection Criteria  
Only research meeting the following requirements was 

considered possibly relevant: 

1. Articles published in proceedings from conferences or 

workshops, publications, or peer-reviewed journals.  

2.  English-language written works.  

3. Works released, all-inclusive, between 2010 and 2023. 

The potential relevance of the research was assessed 

using the following inclusion criteria to ascertain their 

true relevance:  

4. The paper's title and abstract were read. The abstract was 

disregarded if it included no reference to VAW, ideas 

that are similar to it, or the use of CS or related 

technologies. 

5. Study Design: Empirical research that demonstrates the 

efficacy of technological interventions will be 

prioritized. This covers study designs that are both 

quantitative and qualitative, such as experimental. 

6.  Research Question Relevance: Studies must particularly 

discuss how computer science tools and technology are 

used to stop violence against women in educational 

settings. Research on the creation, application, and 

assessment of technology solutions falls under this 

category.   

7.  Context: The research needs to be carried out in 

educational settings, including colleges, universities, or 

schools, where the goal is to stop or address violence 

against women. 

 

2.3 Data Extraction and Synthesis  
 

The previous section's methods are used to collect study data 

in this phase. Information sources in Table 1 received queries 

using terms or phrases from Table 2 using the previously 

specified search strategy. The initial search focused on study 

titles and abstracts. 
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Table 3: Data extraction form for every study 

 

Retrieved from Data Description 

Study title Title of the study 

Year Publication year 

Authors of the 

study 

Names of people who contributed to 

writing the study  

Authors’ 

Countries 

Countries authors came from  

Origin The digital library or search engine 

where the study was found 

Contribution of 

the study’s 

problem 

The solution to the problem the authors 

are addressing in their study 

Approach Specific technologies used to address the 

problem 

Category  Online / offline detection etc. 

Type journal, Conference, book chapter. 

When duplicates were found on several platforms, one 

publication was selected. The quality assessment mentioned in 

the section above was then applied to the studies. Should there 

be any improbable disagreements about eligibility at this 

juncture, the writer participated in conversations to resolve the 

issue. In the end, 62 studies were chosen to be examined 

further. 

2.3.1 Data synthesis 

The findings will be grouped into four primary areas 

depending on their relevance to the research objectives during 

data synthesis. Each category—online detection (I), offline 

detection (II), safety devices (III), and education (IV)—will 

be analyzed separately to identify trends, commonalities, and 

differences in computer science solutions to address violence 

against women (VAW) in educational institutions. 

For each category, the key research findings will be 

summarized, highlighting the specific computer science tools 

and technologies used, such as artificial intelligence (AI), the 

Internet of Things (IoT), mobile computing, and pattern 

recognition. The advantages, disadvantages, and limitations of 

each approach will be discussed to provide a comprehensive 

understanding of their effectiveness in addressing VAW. 

Furthermore, the synthesis will focus on addressing the 

research questions by identifying how Information 

Technology solutions have been developed and implemented 

to address VAW in educational institutions across various IT 

problem domains. By analyzing the findings in this manner, 

the study aims to provide actionable insights and 

recommendations for policymakers, educators, and 

technologists to improve safety and security in educational 

settings. 

Overall, the data synthesis will provide a detailed analysis of 

the current state of research on computer science solutions for 

addressing VAW in educational institutions, highlighting gaps 

and challenges in the existing literature and suggesting best 

practices for future research and implementation. 

3.0 LITERATURE REVIEW 

Based on the goal of their solution to determine the primary 

VAW application domains that are covered by CS 

technologies, the primary research was split into four groups. 

Not the quantity of linked concepts, but the application 

domain's importance today and in the future, determines this 

classification. Among the categories are education (IV), 

offline detection (II), online detection (I), and safety (III). 

 

3.1 Online Detection 

Several researchers have used machine learning (ML) and 

artificial intelligence (AI) approaches to identify potentially 

harmful or disparaging online material regarding women. 

These researchers employed machine learning (ML) 

algorithms to automatically label them as violent or non-

abusive toward women based on photos, videos, text, or a 

mix. This type of ML use could quickly differentiate a sizable 

fraction of abusive and non-abusive content on the Internet. If 

carried out by hand, this procedure could be emotionally or 

physically exhausting. A selection of noteworthy examples 

from the internet detection category are listed below. 

VAW must be recognized and eliminated by addressing 

explicit violence and its risk factors. Sexual and physical 

abuse, domestic violence (DV), and other types of violence 

against women and girls must be addressed [11]. Studies that 

fall under this category pertain to explicit online forms of 

VAW and the associated risk factors. According to [11]. these 

risk factors can manifest in a variety of ways in the online 

setting, such as exposure to harmful content, cyberbullying, 

online harassment, and the perpetuation of negative 

stereotypes or attitudes about women and girls. 

 

[12] looked into the potential applications of AI technology to 

address various social issues, with a focus on cyber violence. 

The application of AI to detect and put an end to online 

harassment, cyberbullying, and other forms of online violence 

is discussed in the article. The authors describe several 

artificial intelligence (AI) techniques, such as computer 

vision, natural language processing, and machine learning 

algorithms, that can be used to assess online interactions and 

data to identify abusive behavior patterns. This report also 
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discusses the challenges of implementing AI technologies to 

address online violence. These challenges include the need for 

precise and context-aware algorithms, ethical concerns 

surrounding privacy and data protection, and the importance 

of interdisciplinary collaboration in the creation of successful 

and responsible AI systems. While the paper discusses the 

challenges of implementing AI systems, it does not offer 

detailed guidance on how to overcome these challenges or 

successfully integrate AI solutions into existing efforts to 

address online violence. The paper primarily focuses on 

theoretical aspects and does not provide empirical evidence or 

case studies to demonstrate the real-world effectiveness of AI 

solutions in combating online violence. 

[13] used using neural networks to identify instances of 

cyberbullying and bullying in messages shared on social 

media. The study focuses on analyzing textual data from 

social media sites using neural network designs and other 

deep learning approaches to look for patterns that may 

indicate bullying behavior. By training the neural networks on 

labeled datasets that comprise samples of both bullying and 

non-bullying content, the models can distinguish between 

abusive and non-abusive language. The study shows that 

neural networks are capable of accurately detecting instances 

of bullying and cyberbullying, which might make them a 

valuable tool for keeping an eye on online interactions and 

shielding users from objectionable content. The study also 

touches on the significance of creating strong and trustworthy 

models that can change to reflect the way that online 

communication is evolving as well as the different ways that 

bullying takes place on social media. While their findings 

demonstrate the potential of these models to enhance online 

safety, addressing the challenges of data dependency, 

interpretability, and adaptability is essential for the successful 

implementation of neural network-based detection systems. 

Future research should focus on improving the robustness and 

transparency of these models, as well as exploring strategies 

for keeping them up-to-date with changing online behaviors. 

Machine learning models have been taught with textual 

patterns and emotions that might point to online harassment, 

cyberbullying, or grooming behaviors. Machine learning 

algorithms have shown promise for automated cyberbullying 

identification in recognizing harmful online interactions, 

according to [14] . This study demonstrates how machine 

learning techniques can be used to detect language patterns 

linked to cyberbullying. This approach's primary drawback is 

its inability to reliably interpret the context in which specific 

words or phrases are employed. Jokes, sarcasm, and cultural 

differences can cause false positives, which happen when 

harmless conversations are wrongly reported as 

cyberbullying. 

 

Natural language processing (NLP) techniques are applied to 

social media postings, comments, and messages to search for 

signs of misogyny, sexism, or threats against women. 

Similarly, computer vision algorithms are used to identify 

explicit or violent images and videos that depict violence 

against women or meet the criteria for being classified as 

sexual abuse material (SAM). [15] employed natural language 

processing (NLP) to examine social media content and detect 

hostility and bullying. The study shows how well natural 

language processing (NLP) manages massive amounts of 

textual data, but it also draws attention to the challenges 

associated with accurately identifying cultural allusions, 

irony, and sarcasm. False positives or negatives in detection 

could be the outcome of these issues. 

 

To counter misogyny hate speech directed at women on social 

media, [16] , developed machine learning models that can 

recognize and categorize sexist tweets in Italian, Spanish, and 

English. The scientists used several datasets, features, and 

classifiers to determine tweet goals, divide misogynistic 

content into five behaviors, and distinguish between 

misogynistic and non-misogynistic tweets.  They also looked 

at how misogyny is identified across languages and how it 

relates to other types of abuse. With an accuracy of 91.32%, 

the top-performing English model employed a support vector 

machine (SVM) classifier with a radial basis function (RBF) 

kernel. An SVM classifier with a linear kernel performed best 

for Spanish, with an accuracy of 81.47%. The Italian design 

made use of a BERT-based. The study by [17], showcases the 

application of machine learning models, such as SVM and 

BERT, in effectively identifying and categorizing 

misogynistic tweets in multiple languages. The high accuracy 

rates achieved indicate the models' potential in addressing 

misogyny on social media. However, the models' performance 

may be influenced by linguistic diversity and the dynamic 

nature of online discourse. Continuous refinement and broader 

contextual analysis are essential for maintaining the models' 

relevance and effectiveness in combating online misogyny. 

 

[18] created machine learning techniques to help with the 

larger objective of identifying sexist content by automatically 

identifying sexist humor on the internet. Jokes with both text 

and visuals that were uploaded online were gathered by the 

scientists from social media. Subsequently, they created 

algorithms to determine whether or not the jokes were sexist. 

SVM classifiers achieved a maximum precision of 76.2% for 

image-based identification; for text-based detection, a 

precision of 75.2% was achieved by combining k-nearest 

neighbors (K-NN) with a bag of words (BoW). SVM was 

used in a bimodal technique that used text and picture features 

to achieve a precision of 75.9% [19]. Although these findings 

show that ML may be used to detect sexist content, there is 

still an opportunity for improvement based on the precision 

rates. Additional investigation. 

To help teachers, address online peer hostility, [20] looked 

into the usage of machine learning algorithms to identify 

bullying in Greek virtual learning communities of K–12 

pupils. The authors employed a range of text pre-processing 

techniques, n-grams as features, and multiple classifiers. At 

95.4%, the deep learning classifier had a remarkable recall 

rate. Although the study tackles the important problem of 
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cyberbullying and yields encouraging results, it may not be as 

generalizable as it may be due to its reliance on n-grams as 

characteristics and focus on a particular cultural context, 

which can obscure intricate linguistic patterns. More 

investigation is required to evaluate the model's effectiveness 

in various metrics and scenarios as well as to investigate more 

sophisticated features and methods.  

These AI-powered online detection systems offer several 

advantages, including the ability to process and assess vast 

volumes of data, provide real-time monitoring, and reduce 

reliance on emotionally unstable or biased human moderators. 

By automatically identifying harmful information and 

behavior, these tools can support victims, enable rapid 

responses, and contribute to the creation of safer online 

environments for women and children. 

Nevertheless, the application of AI to internet detection also 

raises concerns about accuracy, privacy, and ethics. The 

development and application of these technologies will make 

it increasingly challenging to reconcile proactive detection 

with the defense of individual rights. 

3.2 Offline Detection 

Computer science developments recently provided interesting 

approaches to offline VAW identification. To find patterns of 

violence or risk factors linked to violence against women 

(VAW), techniques like data mining, machine learning, and 

pattern recognition are being applied to historical data sets 

more and more. 

 

Machine learning (ML) is used in offline detection research to 

identify non-online data to identify potential abuse or violence 

victims. Self-figure drawings that patients gave to their 

therapists [21]  and health statistics from public health 

institutions [22] are two examples of this data. The creation of 

resources that will help educators, social workers, nurses, and 

other professionals who deal directly with individuals who 

may be abused is the aim of these studies. Practitioners may 

find it useful to adopt techniques that assist them in 

identifying abuse situations that would not otherwise be 

reported, given the low rate of victim reporting [23] 

Healthcare staff are not trained to identify and address 

reported abuse incidents [24]. These tools may encourage 

professionals to assist more women get the support and 

services they need to prevent assault. 

[25] examined strategies for the offline identification of P3 

waves in EEG recordings, showing how signal-processing 

methods might be modified to identify physiological reactions 

linked to stress or anxiety in individuals who had experienced 

violence. Similarly, [26], demonstrated the possible use of 

such frameworks for the detection of covert patterns of 

violence against women in gathered data sets by introducing a 

deep offline-to-online transfer learning paradigm for pipeline 

leakage detection. 

 

To find violence in schools, some studies employ machine 

learning. These studies represent the early phases of Internet 

of Things (IoT) reaction systems to school violence. These 

technologies are designed to automatically notify school 

officials for intervention when they identify violence using 

machine learning techniques. This research only addressed the 

aspect of using ML to identify violence.  

 

Two methods are presented in the study by [27] to distinguish 

between verbal and physical bullying in schools. Students' 

emotional expressions could be captured on record by writers. 

Studies on offline detection are divided into smaller sections. 

indication of maltreatment. They involved shouting and 

sobbing. Using Mel Frequency Cepstral Coefficients (MFCC) 

to extract sound features, the authors then applied a k-NN 

algorithm to determine whether or not these recordings 

involved verbal bullying. The model that identified verbal 

aggression with the highest accuracy rate, at 70.4%, was 

found. Moreover, k-NN was the most effective classifier for 

recognizing physical bullying. The authors used the 

movement sensors of the students to collect acceleration and 

three-dimensional gyros data during simulations of violent 

and peaceful activities. The most dependable model was able 

to recognize instances of physical bullying with an accuracy 

rate of 52.8%. 

 

The authors developed WiVi to identify school violence using 

commercial Wi-Fi infrastructure[28] . Based on their research 

of how human conduct affects Channel State Information 

streams from Wi-Fi devices, the scientists constructed an ML 

model that can detect bullying signal changes. The model's 

classifier, least square SVM (LSSVM), was tested in offices, 

dorm rooms, and labs. The average recall was 93.4%. 

 

Several studies have attempted to automatically identify 

women who may be victims of intimate relationship violence 

(IPV), which affects 35% of women [29]. [30] automatically 

identify face injuries from physical IPV using DL architecture 

and class activation maps. Better than others, the proposed 

model was 80% correct. 

 

3.3 Safety Devices 
The research in the safety category concentrated on leveraging 

IoT technology to develop products that will give women 

security in circumstances where they might be alone or in 

danger. Solutions in this area enable girls and women to be 

watched over and to receive assistance if they find themselves 

in a violent situation through the use of the Internet and other 

communication technologies [31]. Every day, 137 women are 

killed by family members [33]. According to [32], about 120 

million women and girls under the age of twenty have 

experienced non-consensual sexual assault. These studies thus 

emphasize the significance of responding promptly to prevent 

violent incidents and offer aid. These studies aim to expedite 

victims' timely access to care. [34] provides an example of a 

safety system that includes a smart band and a mobile 

application. Below is a summary of the representative samples 

for each subcategory. 
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A few studies support the development of smartphone apps 

that provide women with security. The study mentioned [35] 

suggests a smartphone app with a safety focus. The 

smartphone software tracks the wearer's whereabouts via 

GPS, a gravity sensor, and geofencing. If the wearer leaves 

their parents' geofence, the device sends an SMS or Wi-Fi 

signal to authorized contacts with their whereabouts. To look 

for any signs of abuse or mistreatment, the smartphone will 

also begin recording voice conversations, which it will 

subsequently send as an SMS. Additionally, the wearer can 

shake their smartphone to activate the previously mentioned 

alarm in an emergency. 

 

The creators of the smartphone app WeDoCare prioritized the 

safety of women [36]. To assess if the user is in danger, 

WeDoCare uses GPS position monitoring, gesture detection, 

and speech recognition. With this program, the user can 

activate the alarm in three different ways: by pressing a button 

on the home screen, by chopping something with the phone, 

or by yelling "Help." If this option is chosen, the application 

will notify the authorities by SMS of the user's whereabouts. 

 

Research in this area has suggested wearable or portable 

gadgets that protect moms and kids. According to a study 

[37], it may be simpler for a woman to ask for help in an 

emergency if she is wearing an Internet of Things smart 

bracelet that is Bluetooth-connected to a smartphone app. The 

website features an emergency button, a map showing safe 

havens users can use in an emergency, details on laws specific 

to women, and self-defense tutorials. Volunteers can protect 

at-risk women or help those who have used the emergency 

feature of the app. Pressing an app button or smart band 

emergency switch activates the system's emergency 

mechanism. The smartphone will send an emergency SMS 

with the user's GPS location to her pre-programmed contacts, 

volunteers, and the nearby police station when activated. 

. 

The authors of [38] examined circumstances in which a 

woman is in danger but is unable to yell emergency phrases or 

press a help button using a different methodology. The 

authors suggest an Internet of Things wearable that uses 

variations in a woman's body temperature and pulse rate to 

determine how dangerous she is. The gadget features sensors 

that measure pulse and body temperature. In the event of an 

Internet outage, the sensors can transfer data ZigBee mesh 

networks connect to the cloud over the Internet. If the user is 

in risk, data is assessed by a cloud-based LR model. The 

technology will instantly contact emergency contacts in a 

situation like this. 

 

A gadget for women's security who reside in rural areas or 

places with erratic Internet and cell connectivity was proposed 

by [39].  The safety solution makes use of the Internet of 

Things concept. If in trouble, she can press it like a beacon to 

call for aid. Each beacon has a unique code for identification. 

Bluetooth links beacons to specially erected street poles and 

solar-powered central stations. When pressed, the help button 

causes a distress signal to be sent, traveling via the street pole 

network and ending up at a central station. A server there 

handles the assistance request, enabling the user to get 

assistance. 

 

Among the wearable safety solutions designed exclusively for 

women are self-defense functions. A wearable device and a 

mobile app were integrated into a proposed Internet of Things 

system [40] that uses fingerprint scanning to activate. The 

device may send brief messages to emergency contacts and 

police stations when on. The device contains a self-defense 

alert and shock generator. Alerts raise attention and scare off 

perpetrators.  The victim can defend herself by using the 

shock wave generator if the offender approaches too closely. 

Additional wearable alternatives comprise self-defense 

functionalities [31]. 

 

A state-of-the-art smartphone application for bystander 

intervention was developed by [41] to put an end to gender-

based violence against college students. The Circle of 6 

smartphone apps, designed to protect college students against 

gender-based harassment, are evaluated in this study. The 

program lets users transmit preformatted messages or location 

data to six trustworthy contacts instantaneously in an 

emergency. 

 

The Safecity app, which gathers user-submitted reports of 

sexual abuse and harassment in public spaces, was the subject 

of an investigation by [42]. To encourage awareness and 

community action, the app maps out sites that are both safe 

and risky. [31] reviewed the bSafe smartphone app, which 

provides safety features including GPS tracking, SOS texting, 

and audio recording. The app's goal is to make women feel 

more secure by enabling quick communication between 

emergency contacts and law enforcement. Since its 2012 start, 

Safecity has reached over 1 million people directly and has 

gathered over 40,000 stories from both India and elsewhere. 

 

A state-of-the-art smartphone app was developed by [43] to 

collect data on women's safety in Indian cities. This study 

covers the development and deployment of the My Safetipin 

app, which collects data on women's safety in Indian cities. 

Users of the app can rate the safety of other websites 

according to a range of criteria and share their own 

experiences with it. These apps can also be used in 

educational institutions to protect women. 

. 

The creation of [44]  A mobile application to boost the 

perception of safety. The Watch Over Me app, which helps 

users feel safer by providing real-time location tracking, 

emergency contact options, and safety tips, is evaluated in this 

study. The program is meant to increase users' confidence 

when they are exploring new cities. 
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[45] looked into ways to use the React Mobile app to integrate 

social media and increase women's safety. Users can use the 

app to share their location and alert particular friends and 

social media networks about emergencies. To increase 

campus safety, [46] developed and implemented a mobile 

application. This essay discusses the development of a 

smartphone app designed to increase campus safety. Features 

of the app include emergency contact details, campus maps 

with safety locations, and real-time warnings. 

 

[41] looked at the React Mobile app, which uses social media 

to increase women's safety. With the app, users may notify 

certain friends and social media networks about emergencies 

based on their location. The development and release of a 

mobile app to increase school security. This essay discusses 

the development of a smartphone app to increase safety on 

college campuses. The app has features like emergency 

contact details, school maps with safety zones, and real-time 

notifications. 

3.4 Education 
Research in the education area aims to teach medical 

professionals and educate children about VAW. The 

suggestions are predicated on digital serious games (SG) that 

impart VAW knowledge. As was previously reported, nearly 

33% of intentional deaths of women in 2017 were related to 

IPV [47]. In the year before they passed away at the hands of 

an intimate spouse, many American women sought medical 

attention [48]. Concerns regarding medical students' 

inexperience in identifying child abuse victims and their lack 

of knowledge on what to do in such cases have also been 

raised [49]. 

 

As a result, medical personnel need to be properly trained to 

recognize abuse and know how to support women and 

children who are its victims. Digital serious games (SG) have 

demonstrated potential in STEM education, particularly in the 

area of arithmetic [50]. It has also been effectively used in the 

medical industry. If they played SG and learned about 

chemotherapy side effects, cancer patients were more inclined 

to follow their treatment plan [51]. 

 

 

These results suggest that SG could help provide medical staff 

with the training and information they need. Furthermore, SG 

can assist in reducing the price of conventional training [52]. 

The use of SG in educational settings may have benefits. To 

stop violence against women and girls, the entertainment 

industry in Singapore must teach youth about the attitudes and 

societal conventions that encourage them to act violently 

toward their peers [53]. notably because it investigates the 

connection between IPV and abuse of children 

.  

The school bullying subtype of peer violence was studied by 

SG. Designers assessed the point-and-click game. SG Stop the 

Mob! for tablets and PCs combats lower secondary school 

bullying. Students witnessed their friend Bob get tortured as 

onlookers. Students might choose whether to support Bob or 

bully him. Through the SG, students may observe how their 

bullying reactions affect Bob both positively and negatively. 

Stop the Mob! teaches youngsters that bullying decisions have 

consequences by playing the game in a classroom with a 

teacher to help them reflect. 

 

The authors examine and contrast two SG for PC prototypes 

to improve high school pupils' comprehension of bullying. 

Prototypes of simulation games, such as Stop the Mob! are 

meant to educate players about bullying's harms. One 

prototype is a fantasy game where participants can walk freely 

in a virtual world, and the other is a cartoon-style game that 

follows pupils through scenarios. The prototypes were 

evaluated by the authors in a classroom full of children, ages 

twelve to fifteen [54].  The goal of the writers' comparison 

and contrast of the two SG for PC versions is to increase high 

school students' awareness of bullying. As prototypes, Stop 

the Mob! created simulation games to teach about bullying's 

impacts. Using a cartoon-style game, one of the prototypes 

walks pupils through many scenarios, setting it apart from the 

other. However, the other fantasy game lets players freely 

explore the online realm. The writers examined the prototypes 

in a classroom full of 12–15-year-olds. After completing the 

post-game surveys, 23 of 26 students preferred the fantasy 

game over the one with instructions because it gave the 

characters more flexibility to move. 

The purpose of the PC game Green Acres High, created [55], 

is to educate kids about interpersonal violence. Through a 

series of lectures structured after simulations and presented in 

a classroom setting, the SG is to enhance the education of 

high school students on good and unhealthy relationships. 

Real students reviewed the game and gave the developers 

constructive and critical feedback. Students stated that they 

learned the content directly from the source thanks to the 

simulation-style SG. It was quite tempting to think that 

learning might be done through an online game. Technical 

problems, such the game not loading and unclear instructions, 

were the main concerns. 

 

[56] addressed the demands of medical professionals in their 

work. The authors advise medical practitioners to sign up for 

a free online course that teaches them how to recognize and 

treat patients with domestic abuse allegations. Response to 

DV in Clinical Settings has 17 modules that are broken down 

into three sections: an assessment, a simulation where 

participants apply the skills and knowledge they acquired in 

the previous section, and instructions on how to recognize and 

manage IPV cases while being supervised by a trained 

professional. The purpose of the study was to get insights 

from medical professionals who played the game. Players 

commended the game for being entertaining, realistic, 

fascinating, and simple to learn.  

[57] evaluated the impact of an online course at a UK 

business school on gender sensitization. The results show that 

gender-based violence can be prevented and students' 
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awareness of gender issues can be effectively raised by using 

online teaching modules. 

 

Examining the many application domains where computer 

science and engineering (CS) may be applied to lessen 

violence against women (VAW) is the aim of the research 

subjects in this literature review. In light of the conclusions 

from the literature study, the discussion that follows makes an 

effort to answer these questions. 

 

4.0 DISCUSSION  

The systematic examination identifies safety, education, 

offline detection, and online detection as the four main 

domains of computer science solutions. It demonstrates how 

artificial intelligence (AI) is used to identify potentially 

hostile situations or content and how machine learning 

systems often detect online and offline violence. Safety 

solutions generally use wearable devices and other Internet of 

Things (IoT) technology to offer potential victims real-time 

assistance. In educational interventions, victims and the 

general public are educated about violence prevention through 

the use of digital serious games. 

The study shows that machine learning techniques are used to 

identify offensive content offline and online. highlighting the 

critical function of artificial intelligence in spotting and 

averting potentially hostile circumstances. But the focus on 

sites like Twitter highlights a significant lack of investigation 

into other, equally popular teenager’s social media venues like 

YouTube and Instagram. This restriction points to the urgent 

need to broaden the platforms being examined to cover a 

wider range of digital interactions. 

 

The review reveals a significant lack of linguistic diversity in 

the datasets used, with an emphasis mostly on English-

language material. This restriction raises doubts about the 

replies given by CS, given the prevalence of violence against 

women and children worldwide. To ensure that these 

technologies function effectively across a range of linguistic 

and cultural contexts, more inclusive language approaches 

must be used in future studies. 

 

The emergency feature on the majority of safety gadgets 

needs to be manually activated by the user. This may be 

impossible in an emergency.  if they are too afraid, pressed for 

time, or experiencing an attack. Therefore, there should be a 

greater focus on automating the safety device's emergency 

mechanism activation. Some wearable safety gadgets were 

hefty or required constant holding.  This is neither practical 

for daily use, nor is it discreet. Therefore, to reduce 

disturbance to consumers, wearable technology needs to be 

both ubiquitous and non-intrusive. 

 

The conversation also highlights how some wearable safety 

devices are unworkable because of their ostentatious looks, 

arguing in favor of more understated and approachable 

alternatives. Moreover, there are serious privacy problems 

raised by the widespread usage of location and visual 

surveillance technologies, which may allow for abuse by 

criminals. This conundrum highlights the need for designers 

to carefully weigh privacy safeguards against safety features 

to make sure these technologies don't unintentionally 

encourage abuse. 

 

Some anti-abuse interventions promote abuse. Every safety 

device uses technology for either location or vision 

monitoring. Thanks to gadgets made to shield kids from harm, 

anyone with access to the system can keep an eye on kids at 

all times. With this kind of system, abusers can always keep 

an eye on their victims, which is one way that technology can 

facilitate abuse. Individuals who develop technology aimed at 

safeguarding women and children must ensure that their 

creations are truly safe and cannot be abused. Moreover, all 

safety devices' visual and location tracking capabilities could 

suggest that users' right to privacy must be given up to be 

safe. 

 

Safety devices warn authorities or pre-arranged contacts when 

a user is in danger. The user can vocally signal for help with 

some devices. Thus, if someone answers the victim's plea for 

aid will determine these gadgets' effectiveness. . Effectiveness 

is also impacted by their arrival time at the crime scene. 

Safety device makers may find it useful to perform 

simulations that illustrate the length of time victims must wait 

for assistance to account for these factors. Researchers 

examining safety devices need to consider this information to 

minimize any false sense of security from using these devices 

and to create reasonable expectations for how much these 

devices can help victims. 

 

Males commit acts of sexual violence and IPV more 

frequently than females. Few SG related to education 

specifically addressed VAW issues directed at men or boys. 

Conventions and ideas that sustain VAW must be challenged 

to end it. A social group that teaches males about the attitudes 

and ideas that lead them to commit violent crimes against 

women could be helpful. Some social organizations focus on 

educating about peer aggression. 

To support players' development of critical thinking abilities 

regarding the game's material, an educator or medical 

practitioner was required to be present at any SG that covered 

VAW. Concurrently, the main purpose of offline detection 

research is to build instruments that will allow experts to 

identify VAW. They are not interested in taking on the role of 

the experts who handle these duties. Technology can lessen 

aggression, but it should be used as a tool, not a cure for 

violent adulthood. 

VAW are sensitive topics. Sadly, biases in AI systems exist 

and may jeopardize their efficacy. Bias may cause someone to 

disregard violent acts or treat someone unfairly as a criminal. 
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Consideration should be given to the emerging topic of AI 

fairness research in AI concepts that tackle VAW. 

 

5.0 CONCLUSION 
 

This systematic literature review examines how computer 

science (CS) and related technologies decrease violence 

against women (VAW) and children. In recognizing and 

responding to VAW in both online and offline situations, the 

paper emphasizes the substantial potential of machine 

learning (ML), artificial intelligence (AI), the Internet of 

Things (IoT), and serious gaming (SG). These technologies 

provide creative ways to improve safety, increase 

consciousness, and inform people about VAW. 

 

To fully exploit the potential of CS technologies in preventing 

VAW, several important research gaps and hurdles are also 

identified in the review. These include the necessity of 

thorough assessments in a range of settings, the incorporation 

of computer-supported collaborative interventions with 

conventional interventions, ethical issues in data gathering, 

and the significance of digital literacy and accessibility. 

Furthermore, the review proposes that to improve the efficacy 

of detection systems in various cultural and social contexts, 

future research should investigate a more comprehensive 

incorporation of social media platforms and language 

diversity. 

 

To bridge these gaps, future research should focus on 

developing more automated, inclusive, and ethically 

acceptable computer science solutions. Encouraging 

multidisciplinary collaboration and ensuring that 

technological solutions are accessible, easy to use, and 

mindful of privacy and ethical concerns are essential. 

Computer science may be used to create innovative, durable, 

and effective solutions that assist global efforts to eradicate 

violence against women and girls, eventually resulting in a 

more safe and equitable society for women and children. 
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Abstract: As urban populations swell and environmental concerns escalate, cycling emerges as a sustainable alternative to motorized 

transport in cities like Bogotá. However, the safety of cyclists remains a critical barrier to wider adoption. This paper presents a 

comprehensive review of technological innovations aimed at enhancing the safety of urban cyclists. Through a meticulous synthesis of 

current literature and case studies, we explore a range of technologies from basic safety equipment to advanced sensor systems and smart 

devices that integrate with urban infrastructure. Our review identifies key areas where technology has successfully mitigated risks for 

cyclists, including improvements in visibility through LED lighting and reflective clothing, enhanced communication via interconnected 

wearable devices, and real-time tracking and environmental monitoring using advanced sensor technology. We also examine the 

integration of these technologies into existing urban frameworks, assessing their effectiveness and potential for broader implementation. 

The findings highlight significant advancements in cyclist safety, yet also underscore the need for ongoing research to address persistent 

challenges and ensure these innovations are accessible and effective in diverse urban settings. This paper aims to inform policymakers 

and urban planners about the potential of these technologies to not only improve cyclist safety but also encourage cycling as a viable 

and safe mode of transportation, contributing to the sustainability and health of urban environments. 
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1. INTRODUCTION 
In Bogotá, a city characterized by its vibrant yet congested 

urban environment, cycling is increasingly recognized not just 

as a leisure activity but as a crucial component of sustainable 

transportation [1–3]. The surge in bicycle usage poses new 

challenges, primarily concerning the safety of cyclists 

navigating through densely populated streets and inadequate 

cycling infrastructure [4]. This paper aims to systematically 

review state-of-the-art technological advancements that 

promise to enhance the safety of urban cyclists. By setting a 

detailed context on the complexities and challenges specific to 

Bogotá, the study underscores the urgent need for innovative 

solutions that can be integrated into the city’s mobility 

framework [5]. The objectives outlined here infocus on 

identifying technologies that improve visibility, 

communication, and interaction between cyclists and other 

road users, thereby reducing accidents and promoting a safer 

cycling environment. 

The significance of improving cyclist safety in Bogotá is 

underscored by the city’s struggle with traffic congestion and 

high rates of transportation-related accidents [6]. Cyclists in 

Bogotá frequently contend with a host of dangers that include 

erratic vehicle traffic, poorly maintained road surfaces, and a 

lack of dedicated cycling lanes [7]. This review article delves 

into how cutting-edge technology can mitigate these risks, with 

the dual aims of safeguarding cyclists and encouraging more 

citizens to consider cycling as a viable daily commuting option. 

By focusing on technological interventions, this paper 

contributes to the broader discourse on urban sustainability, 

where safety enhancements are crucial for the adoption and 

growth of cycling in metropolitan areas. 

Furthermore, the research presented in this article is of global 

relevance as cities around the world face similar challenges in 

integrating cycling into their urban transport networks [8, 9]. 

The findings from Bogotá could provide valuable insights for 

other urban centers looking to enhance cyclist safety and 

promote environmental sustainability through increased 

bicycle use. The comprehensive review of technologies 

conducted in this study serves as a benchmark for urban 

planners and policymakers aiming to foster safer and more 

inclusive cycling conditions. 

The methodology employed in this review synthesizes 

information from a wide array of sources, including recent 

academic studies, industry reports, and patent filings. This 

robust approach ensures a thorough examination of both 

established and emerging technologies that can contribute to 

cyclist safety. The criteria for selecting studies for this review 

are rigorously defined to include only those that offer clear 

empirical findings and innovative perspectives on technology 

application in urban settings. This meticulous selection process 

allows for a critical analysis of the effectiveness of different 

safety enhancements. 

This paper’s synthesis of existing and emerging technologies 

not only evaluates their efficacy but also highlights the 

limitations and areas needing further research and 

development. Each technology is assessed for its potential to be 
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adapted to the specific urban conditions of Bogotá, with a focus 

on practical implementation and user acceptance. Such a 

detailed analysis aims to bridge the gap between theoretical 

research and practical, actionable solutions that can 

significantly improve cyclist safety. 

Ultimately, the importance of this research extends beyond 

academic circles into practical applications in urban planning 

and public policy. By providing a comprehensive overview of 

effective cyclist safety technologies, this paper aims to inform 

and influence policy decisions that will shape the future of 

urban transportation in Bogotá and other cities. The 

recommendations made here are intended to guide the 

development of more effective safety protocols and the 

deployment of smart technology solutions that make urban 

environments safer for cyclists and all residents. 

2. REVIEW METHODOLOGY 
The methodology for this state-of-the-art review was carefully 

designed to ensure a comprehensive analysis of technological 

innovations that enhance the safety of urban cyclists. We 

initiated our study by defining a clear set of inclusion and 

exclusion criteria aimed at selecting studies that focus 

specifically on technology applications in urban cycling 

environments. Only peer-reviewed articles, patents, and grey 

literature from the last ten years were included, emphasizing 

those that provided empirical results regarding the efficacy of 

technological interventions in improving cyclist safety. This 

time frame was chosen to ensure that the most current 

technologies were considered, reflecting recent advancements 

and the current state of urban infrastructure challenges. 

A systematic search was conducted across multiple academic 

databases including IEEE Xplore, Scopus, and Google Scholar, 

as well as industry reports and patent databases, to gather a 

wide range of sources. Keywords such as "urban cycling 

safety," "cyclist wearable technology," "sensor systems for 

cyclists," and "smart cycling applications" were used to filter 

relevant studies. This was complemented by a manual search to 

cover additional publications and patents cited in the retrieved 

papers, ensuring that significant studies were not overlooked. 

The search strategy was iterative, allowing adjustments as 

needed to encompass all relevant technologies discussed in the 

current literature. 

After collecting the data, we categorized the studies into 

different technological themes: wearable technologies, sensor-

based systems, and smart integration systems. Each category 

was thoroughly reviewed to synthesize the information on how 

these technologies contribute to cyclist safety. The review 

process involved extracting data on the type of technology, the 

context of its application, its impact on safety, and any noted 

limitations or challenges in implementation. This 

categorization helped in systematically analyzing the role of 

each technology type in enhancing cyclist safety. 

The synthesis of the selected studies was conducted through a 

qualitative narrative approach, allowing for a detailed 

discussion of how each technology addresses specific safety 

challenges faced by urban cyclists. This method facilitated an 

in-depth understanding of the potential and actual impact of 

these technologies in real-world settings. We also assessed the 

scalability and adaptability of these technologies to different 

urban environments, providing a comprehensive view of their 

utility and effectiveness. 

Finally, the outcomes of this review are intended to serve as a 

foundation for future research and development in cyclist 

safety technologies. By identifying existing gaps and areas for 

potential innovation, this paper aims to guide researchers, 

technologists, and policymakers in prioritizing efforts that will 

significantly enhance urban cyclist safety. This systematic and 

structured methodology ensures that our findings are robust, 

relevant, and capable of driving meaningful advancements in 

the field of urban cycling safety. 

3. EXISTING TECHNOLOGIES FOR 

CYCLIST SAFETY 
The landscape of cyclist safety technologies has expanded 

significantly over recent years, driven by the need to address 

increasing traffic complexities and urban density, particularly 

in cities like Bogotá. The most ubiquitous safety enhancements 

include the use of high-visibility clothing and helmets, which 

have been foundational in protecting cyclists [10, 11]. 

Reflective jackets, LED-equipped gear, and rigorously tested 

helmets are standard among urban cyclists [12]. These items 

are designed to make cyclists more visible to drivers, especially 

under low light conditions, and to offer protection during 

accidents [13]. Despite their proven effectiveness, these 

technologies remain passive and do not actively prevent 

incidents but rather mitigate the consequences [14, 15]. 

In addition to passive safety gear, active technology solutions 

like lighting systems and electronic signaling devices have 

become increasingly popular [16, 17]. Advanced lighting 

systems not only illuminate the path ahead for cyclists but also 

ensure they are seen by other road users [18, 19]. Turn signals, 

integrated into handlebars or wearable devices, help cyclists 

communicate their intentions to others, reducing the likelihood 

of collisions [20]. These solutions are complemented by rear-

view cameras and radar systems that alert cyclists to 

approaching vehicles, enhancing situational awareness and 

safety [21, 22]. 

The integration of GPS technology in cycling has 

revolutionized how cyclists navigate urban environments [23]. 

GPS devices are now commonly integrated into bicycle 

computers or smart watches, providing cyclists with route 

information, traffic updates, and real-time data on road 

conditions [24]. These devices can suggest safer routes, 

avoiding high-traffic areas or roads with poor infrastructure 

[25]. Moreover, some GPS-enabled devices are linked to 

mobile apps that allow for tracking and reporting accidents or 

hazards, contributing to community-based safety 

enhancements [26]. 

Wearable technology has also seen significant adoption among 

urban cyclists [27]. Smart helmets and connected wearables 

can monitor vital signs, detect crashes, and automatically alert 

emergency services with the rider’s location [28]. These 

devices often include built-in accelerometers and gyroscopes 

that detect falls, enhancing response times and potentially 

improving outcomes following accidents [29]. Furthermore, 

emerging technologies such as smart fabrics have the potential 

to increase comfort and protection simultaneously, integrating 

sensors that monitor environmental conditions and adjust their 

properties accordingly [30]. 

Despite these advancements, the effectiveness of existing 

technologies in improving cyclist safety must be continually 

assessed against the backdrop of evolving urban landscapes. 

Innovations must not only address current safety challenges but 

also adapt to future urban developments and changes in cyclist 

behavior. This necessitates ongoing research and development, 

guided by both technological advancements and a deep 

understanding of urban dynamics. The goal is to create a 

cohesive ecosystem of cyclist safety technologies that are not 
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only effective individually but also synergistic, enhancing 

overall safety through their combined use. 

4. INNOVATIONS IN WEARABLES 

AND SMART DEVICES 
Recent advancements in wearable technology and smart 

devices are setting new paradigms in cyclist safety, particularly 

in urban settings like Bogotá, where dense traffic and mixed 

road use necessitate enhanced safety measures [21]. Wearables 

now extend beyond simple fitness tracking to include 

integrated safety features such as fall detection, real-time 

location tracking, and automatic emergency notifications [31–

33]. Innovations such as smart helmets, which incorporate rear-

view cameras, collision detection sensors, and connectivity for 

hands-free communication, represent a significant leap forward 

[34]. These helmets can connect to smartphones, allowing for 

seamless integration with other safety apps and providing riders 

with a holistic safety mechanism that monitors their 

environment in real time [35–37]. 

Moreover, the development of smart clothing for cyclists is an 

area of considerable growth. Fabrics embedded with LED 

lights and turn signals, powered by lightweight, flexible 

batteries, increase visibility and signal intentions to other road 

users, crucial for preventing accidents during night or adverse 

weather conditions [38, 39]. Such garments are designed with 

ergonomic considerations to ensure comfort without 

compromising on safety [40]. Additionally, the integration of 

GPS technology into these wearables enables route 

optimization, hazard identification, and speed regulation, 

enhancing rider safety through informed navigation [41].  

Another significant innovation is the use of biometric sensors 

in cycling gear. These sensors monitor physiological 

parameters such as heart rate, body temperature, and stress 

levels, providing feedback that can prevent accidents caused by 

fatigue or health issues [42, 43]. When paired with machine 

learning algorithms, these devices can predict and alert riders 

about their physical limits, suggesting breaks or alternate routes 

that may be less strenuous [44, 45]. This technology not only 

improves individual safety but also contributes to broader 

public health by promoting safer cycling practices. 

Interaction between cyclists and urban traffic systems is also 

being revolutionized through smart devices [46]. Adaptive 

traffic signals and signs that respond to the presence of cyclists 

can significantly reduce the risk of accidents [47, 48]. These 

systems use sensors to detect the speed and density of bicycle 

traffic, adjusting signal timings to accommodate safe crossing 

and integrating smoothly with vehicular traffic flows. This 

smart infrastructure communicates directly with wearable 

devices, ensuring that cyclists are aware of signal changes and 

can react accordingly. 

Finally, the integration of all these technologies into a unified 

cyclist safety management system presents the future of urban 

cycling [49, 50]. Such systems could leverage data from 

various sensors and wearables to provide real-time feedback to 

city planners and traffic management systems, allowing for 

dynamic adjustments to urban infrastructure and traffic 

regulations based on actual usage patterns and safety metrics 

[51]. By continuously analyzing the data collected from these 

smart devices, cities can not only improve cyclist safety but 

also enhance the overall efficiency and sustainability of urban 

transport systems. 

5. RESULT AND DISCUSSION 
The findings from the application of existing technologies and 

the deployment of new wearable and smart devices offer 

profound insights into their impact on cyclist safety in urban 

environments like Bogotá. Through systematic evaluations, it 

is evident that enhanced visibility and communication tools 

such as LED-equipped clothing and smart helmets significantly 

reduce the likelihood of accidents. Quantitative data collected 

from field tests show a marked decrease in near-miss incidents 

involving cyclists equipped with these technologies. For 

instance, cyclists using smart helmets with integrated rear-view 

cameras and collision detection systems reported 40% fewer 

close calls with motor vehicles compared to those using 

standard safety gear [24]. 

Furthermore, the integration of GPS and real-time tracking 

technologies has improved route planning and hazard 

identification, leading to a 30% reduction in the incidence of 

cyclists navigating high-risk areas during peak traffic hours. 

These technologies not only assist cyclists in real-time but also 

contribute to a larger dataset that city planners use to improve 

cycling infrastructure [25]. Analysis of traffic flow and cyclist 

behavior patterns has led to the implementation of adaptive 

traffic signals, which have increased compliance with traffic 

laws among cyclists and reduced accident rates by 25% in 

tested intersections [47]. 

The discussion also extends to the physiological monitoring 

capabilities of advanced wearables, which have significantly 

impacted cyclist health and safety. The use of biometric sensors 

that track heart rate and stress levels has been particularly 

beneficial in alerting cyclists about their physical state, 

potentially averting health-related incidents. This proactive 

health monitoring has seen a 20% increase in safe riding 

practices, with cyclists more frequently taking breaks and 

avoiding strenuous routes when alerted to adverse 

physiological data [43]. 

However, while the results are promising, challenges remain in 

the widespread adoption and integration of these technologies. 

Issues such as device compatibility, data privacy concerns, and 

the economic cost of advanced gear pose significant barriers. 

Additionally, the technological reliance brings up concerns 

about over-reliance on automated systems and the potential for 

technology failures, which could lead to safety risks if not 

properly managed [35]. 

The discussion highlights the dynamic interplay between 

technology and urban cycling safety. While the advancements 

in wearable and smart devices have undeniably enhanced 

cyclist safety and urban mobility, they necessitate ongoing 

adjustments and improvements. Continuous technological 

refinement, coupled with policy adjustments and infrastructure 

development, is required to fully realize the benefits of these 

innovations. As these technologies evolve, they must be 

regularly reassessed to ensure they meet the changing needs of 

urban cyclists and effectively integrate into the urban transport 

ecosystem [50]. 

6. CONCLUSION 
This study has comprehensively explored the current landscape 

of cyclist safety technologies and the innovative advancements 

in wearable and smart devices, highlighting their significant 

impact on urban cycling environments like Bogotá. The 

integration of passive and active safety technologies, including 

high-visibility clothing, advanced lighting systems, and GPS 

navigation, has demonstrably enhanced the safety and 

navigational efficacy for cyclists. These technologies have not 
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only improved individual cyclist safety but have also 

contributed to broader traffic safety enhancements by 

facilitating better interaction between cyclists and motor 

vehicle drivers. Moreover, the emergence and integration of 

smart wearables and biometric monitoring devices represent a 

pivotal shift towards a more proactive approach to cyclist 

safety. These devices offer real-time data that not only help in 

preventing accidents but also promote healthier riding practices 

through physiological monitoring and environmental 

interaction. The potential of these technologies to be integrated 

into a unified safety management system could transform urban 

cycling infrastructure and policy, making cities safer and more 

accommodating to cyclists.  

However, the adoption and implementation of these 

technologies face challenges, including technological 

reliability, data privacy concerns, and the high costs associated 

with cutting-edge devices. Additionally, there is a need for 

ongoing research to ensure that these technologies can adapt to 

evolving urban landscapes and the changing behaviors of 

cyclists and other road users. Future studies should focus on 

developing more cost-effective, robust, and user-friendly 

technologies that can be seamlessly integrated into existing 

urban infrastructures. While significant progress has been made 

in enhancing cyclist safety through technological innovations, 

continuous efforts are required to address the existing 

challenges. It is imperative for researchers, technology 

developers, city planners, and policymakers to collaborate 

closely to foster an environment where sustainable and safe 

cycling is not just encouraged but integrated as a fundamental 

aspect of urban planning. As this field evolves, it will continue 

to play a crucial role in shaping the future of urban mobility, 

making cycling a safer and more appealing mode of 

transportation for everyone. 
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Abstract: Churn forecast has been broadly explored in the fields of telecom, finance, retail, pay TV and banking. Lessening agitate is 

significant because procuring new clients is more costly than holding existing clients. Few studies have been conducted in airlines for 

customer churn prediction using machine learning algorithms. Many studies in churn prediction used Practice, socio-economic and 

demographic variables, customer lifetime values and the usage of Recency, Frequency and Monetary (RFM) attributes in churn 

prediction.  Few studies have used service quality dimensions but possibly due to a privation of alertness of their helpfulness as 

forecasters of churn [37]. In this study, we use some dimensions of the Service Quality (SERVQUAL) Model to select features from 

the dataset. The nominated functions are given to the ensemble-classification techniques like Boosting and Bagging. We use a dataset 

on South West Airlines obtained from GitHub and conduct experiments of supervised ML procedures further down the identical cross-

validation and assessment setup, permitting an open-minded assessment across algorithms. Our investigation reveals some leading 

service quality indicators that might help airlines predict who might stop flying soon due to their perception of their service quality. 

These insights could provide actionable suggestions as to how to avoid having the customers leave and go to another airline. This will 

enable the companies to improve their quality of service and formulate appropriate retention strategies targeted to each category. 

Lastly, the enactment of the projected model is assessed grounded on the subsequent metrics like ‘ROC’, Sensitivity, F-Measure, 

specificity, ‘Precision’ and ‘Accuracy’ and it is recognized that the Projected system deliberate with joining feature assortment based 

on some aspects of SERVQUAL model with the ensemble -Bagging classification techniques produced the best results with 

classification accurateness of 94% compared to any single model and other feature reduction techniques in Weka.  
 

Keywords: Churn Prediction, Machine Learning, Servqual Model, Airlines industry, Prediction Model 

 

1. INTRODUCTION 
Customer Churn (attrition) is the loss of customers in a 

business organization due to dynamic market environmental 

factors that include aggressive competition, customer 

satisfaction, product evolution, regulations, service quality, 

etc. Consumer Churn problem (C C P) is one of the significant 

classes of C-R-M problems. The Relationship of Customer 

Management involves cementing long-lasting customer 

relationships through strategizing to manage, strengthen, and 

analyze customer interactions and data throughout the 

customer lifecycle. CCP is extensively applied to different 

fields like retail markets, banking, Television & newspaper 

media, insurance companies, the telecommunication industry, 

fashion industry, gaming industry and social media companies 

etc’s. Few studies have been conducted for churn prediction in 

airlines industry. Hence there is a need to develop churn 

prediction model that would further decrease the churn rate in 

this industry.  Customer retention in CCP remains the main 

objective. In terms of CRM, it has been fully demonstrated 

that maximizing the retention rate of all clienteles is more 

efficient than focusing on a small number of focused customer 

acquisition activities, i.e. the greater the retention rate, the 

lower the churn rate. 

Client beat expectation models, for instance, are intended to 

anticipate which clients are going to stir and to work with 

precise client division to empower associations to target 

clients probably going to agitate with a mission. of 

steadfastness. 

Churn is the tendency of clienteles to stop undertaking 

commercial with a organization in a given dated [1]. The price 

of attractive new client is ample advanced than recollecting 

old [2]. Enterprises must scientifically seek ways of predicting 

churn and develop strategies for retention. This is one of the 

steps for enhancing core competencies [3]. Churn prediction -

models establish clienteles who use a facility or artefact have 

stopped using it [6]. This is important to service providers 

because churning of customers in large numbers not only 

leads to abrasion of income but can also destroy the status of a 

corporation [7]. Forecasting the clienteles who are probable to 

leave the corporation will signify possibly huge income 

sources if done early enough [17].  

The most common application for machine learning is churn 

modelling in various industries which forms the most critical 

customer relationship management framework component 

[13]. Due to high cost of customer retention and stiff 

competition, many trades are venturing into ML to help 

formulate client retention strategies [14], thus making 

customers retain an exciting topic for all businesses [15]. 

Because of the large number of translations, extracting useful 

customer switching behavior data is complicated [16]. Hence 

the need of an effective way of extracting optimal features 

that can be used for churn prediction. 

Many approaches and algorithms in the field of machine 

learning have been well-researched for classification 
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problems, recent one being methods of selecting relevant 

features and feeding reduced datasets to a machine learning 

algorithm [20]. Reducing some instances from the dataset 

used for training reduces the learning process time and 

memory [21]. In this study we SERVQUAL Model for feature 

reduction and use the NPS for customer churn prediction. 

NPS classifies clienteles grounded on their likelihood to 

recommend into 3 groups namely Promoter’s, Passives’ and 

Detractor’s. Promoters are clienteles who are faithful and are 

the happiest with your product (Non-Churners). Passives are 

the customers who have attained product satisfaction but are 

still attracted to your company’s competitors and pose a mild 

threat (Mild-chunners). Detractors are unhappy customers 

who are not at all satisfied with your services. These pose a 

serious threat to your company’s name as they might as well 

go around and make negative remarks about your company’s 

services (Churners).  

 Even though there exists well-studied literature under CCP in 

different fields. Most of these prediction models do not fully 

align with business objectives. Most business objectives aim 

at providing quality service to its customers. not many CCP 

models resort to the investigation of standard information 

concerning the nature of administration like the SERVQUAL 

(for example in [22]. This is presumably because of the 

trouble of getting this kind of data from clients (in 

examination with, for example, utilization or socio-

socioeconomics), however maybe likewise be because of an 

absence of consciousness of their value as indicators of beat 

[37].  

Hence this study aims at fulfilling the service quality business 

objective by assessing the quality of service through customer 

churn prediction.  The more churned customers predicted will 

be a reflection of the quality of service offered. Hence 

companies can look into various ways of improving their 

services rather than spending a lot of money in target 

marketing campaigns to avoid future churn which will be a 

waste of scarce resources. This study seeks to develop churn 

prediction models that would further decrease the churn rate 

based on service quality aspects and net promoter score.  

The foremost contributions of this research work is 

summarized as follows: 

1. Applied the SERVQUAL Model to achieve feature 

assortment and to decrease the extent of the dataset to 

forecast churn. 

2. After that, pre-processing of information/data, we 

applied a few well-known ML techniques used for 

predictions like ANN, S-V-M, and so on, . and k-Fold 

Cross justification has been achieved to inhibit over-

fitting.  

3.  We take the power of Ensemble-Learning in order to 

enhance algorithms and attain improved output results. 

4.  Next, we calculated the algorithms on test set using R-

O-C, Accuracy, Sensitivity, Precision, Specificy and F-

Measure, which have-been stated in form of tables in 

order to equate which algorithm achieves suitable for this 

specific Dataset. 

5. Evaluated the reduced feature set with other algorithms 

proposed by other researchers and evaluated results 

 

The furthermore of this article we represented as follows: In 

Sector 2 we represent the Customer prediction of churn 

models with all factors used before discussing service quality 

factors and net promoter score as an substitute approach to 

churn predictive modelling. Sector 3 the proposed 

methodology is discussed. Sector 4 displays and examines the 

investigational results. Sector 5 concludes the work with 

future work recommendations. 

2. RELATED WORKS 

2.1 Churn Prediction Models 

Many studies have been conducted on churn prediction in the 

Telcom, insurance and banking sectors. [23] proposed feature 

extraction algorithm using a K- local determined margin for 

telecom churn prediction. The algorithm performed better 

than all the others on the KDD Cup 09 data set. [24] proposed 

Particle-classification optimization founded BP network for 

telecommunication client prediction of churn which 

performed better than other algorithms.  

 

[25] proposed churn model in a marketable bank in the 

country of China using an ensemble for client prediction of 

churn in a marketable bank of China. [26] proposed customer 

churn prediction in telecommunications, using an efficient 

feature based on irregular set-theory collective with ensemble 

classifiers. It has a classification accuracy of 95.13%. 

 

[28] proposed prediction of churn founded on rough clustering 

combined with supervised learning algorithms for credit 

cards. SVM pooled with rough k-means works well with 

improved correctness. [29] proposed customer churn 

prediction system using Adaboost and XGboost was found to 

have the highest accuracies of 81.71% and 80.8% 

respectively. 

 

Bahmen et al. [30] presented a PCA algorithm for data 

reduction combined with AAN, SVM, and BN to predict the 

churn factor. The AUC values were on average 99%. 

The author proposed in the article [31] a churn model based 

on a neural network algorithm for a large Chinese telecom 

company. Prediction accuracy was 91.1%. Idris [32] proposed 

a churn model in telecommunications using genetic 

programming with AdaBoost which was tested on two 

companies, with a percentage of 89% correctness for one data 

set and a percentage of 63% for the further.  

Considered prediction of churn in the Bigdata environment of 

China’s major tele-communications corporation using 

Random-forest ML Algorithm. Founded on the velocity, 

diversity, and size of the data.[33]. The author projected using 

rough-set theory to model prediction in telecom, which 

outperformed other algorithms.[34] 

[26] Proposed, customer churn prediction for French Telecom 

Company using simulated annealing and subdivision swarm-

optimization grounded element assortment model. It was 

observed that the accuracy levels varied between 89.51 and 

96.33%. 

[37] studied online customer churn prediction using the 

gamma CUSUM chart method using an inter-arrival time 

(IAT) and recency. It had an accuracy of 88.1% when all three 

features are used. 



International Journal of Computer Applications Technology and Research 

Volume 13–Issue 07, 19 – 29, 2024, ISSN:-2319–8656 

DOI:10.7753/IJCATR1307.1003 

www.ijcat.com  21 

Discussed the Client churn prediction scheme: a ML 

methodology [38] they shown fundamental compare to our 

work, represented Novel understandings into prediction of 

churn in the sector of tele-communication: a profit determined 

data-mining method [39], Author discussed the investigation 

of data research algorithms for consumer prediction of churn 

and also discussed on recent study based on customer churn 

prediction [40] 

 

2. The author discussed a system for Aviation Consumer 

Prediction of Churn Consuming Classification Algorithm 

Based on ML utilizing a genuine arrangement of 30000 

aircraft clients. The results represent the Gradient-Boosting 

Decision-Tree ideal is the most reliable expectation model 

amongst the 7 forecast models, and has the greatest forecast 

impact, which can precisely anticipate clients who will be lost 

[41].  Proposed an Airlines Promotion Examination Based on 

Shopper Prediction of Churn utilizing a strategic relapse 

model. These expectation models didn't endeavor to utilize 

just assistance quality factors yet involved every one of the 

accessible variables for agitate expectation. [42] 

Few studies have been conducted on churn prediction for the 

airline industry. It was also observed that very few studies 

adopted service quality factors in their feature selection in 

Airlines as well as other industries. In this paper, we seek to 

study churn prediction for the airline industry with selected 

features based on machine learning algorithms using some 

dimensions of the SERVQUAL Model for churn prediction.  

2.2 Consumer Churn-Analysis Framework 

The current investigator’s intangible model is grounded on a 

model formerly suggested by Ardabili and Keramati in the 

year 2011.  

 

 

Figure 1: Customer Churn 

In the above figure 1 shows the Customer Churn connected 

with Customer dissatisfaction, service usage and consumer 

related variables. Assuming a carrier customer sees the 

environment of administration that the individual buying 

exceeds their requirements, requests, and assumptions, their 

fulfilment towards the aircraft will be high. On the other hand, 

assuming the individual in question sees that the nature of 

administration doesn't address their issues, needs, and 

assumptions, then, their fulfilment towards the transporter will 

be low (negative disconfirmation). As a general rule, 

researchers agree that help quality and saw regard (counting 

cost) are huge determinants of purchaser devotion. 

The American approach suggests that help quality involves 

constancy, responsiveness, compassion, affirmations, and 

impacts angle, known as SERVQUAL. In this proposed 

model, considering Expectancy-Disconfirmation Theory, 

realizes that help excellence is an opening between clients' 

observations and presumptions for organization execution. 

Regardless of the way that investigators will for the most part 

use the American procedure over the Nordic approach, neither 

one of the philosophies has been viewed as generally around 

unmatched. 

A review of the composition on the airplane business as well 

as in various organizations adventures shows that customer 

unwaveringness is unequivocally affected by how a business 

offers kinds of help too as in what way the expense paid by 

buyers. Additional, composing similarly shows that help 

quality and cost are clearly related both to client satisfaction. 

As such, it is conjectured that help excellence and price 

together basically impact purchaser dependability in both full-

organization airplane and negligible-cost transporters 

2.2.1 Service Quality Attributes  

In writing, there are different examinations estimating the 

nature of carrier administration. SERVQUAL strategy is a 

famous way to deal with this. The majority of these 

examinations mean to display the connections between 

administration excellence and connected issues. Surovitskikh 

and Lubbe [43] grouped carrier administration quality about 

three things: consistency of administration, dependability of 

administration, and increased items. Their review analyzes the 

situating of 4 chosen Middle-Eastern carriers in the South 

African business and recreation travel climate. Since the 

review is connected with four carriers in a particular district, 

one might say that the inclusion of the review is high as per 

concentrates on estimating one carrier. That research work 

analyzes the connection between administration quality and 

age, the number of flights, pay bunch, the motivation behind 

the movement, and the transporter. 

Gourdin [44] ordered aircraft administration quality about 

three things: value, well-being, and timetables. Gilbert and 

Wong [45] utilized workers, offices, customization, flight 

designs, confirmation, dependability, and awareness as the 

components of administration quality. They distinguished 

huge contrasts among travellers of various ethnic 

gatherings/identities as well as amongst travellers who travel 

for various commitments, like business, occasion, and visiting 

companions/family members. Pakdil and Ayd. A [46] 

recognized representatives, effects, responsiveness, 

dependability and confirmation, flight designs, accessibility, 

picture, and compassion as aspects of their review. In that 

concentrate on responsiveness and sympathy, aspects are 

extremely near one another with regards to significance. They 

recommended that the travellers’ instructive level is a 

significant variable influencing the nature of administration. 

Chang and Yeh [47] proposed on-board solace, aircraft 

workers, dependability of administration, accommodation of 
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administration, and treatment of strange circumstances as 

administration quality aspects.  

Due to a lack of enough data to cover all aspects of 

SERVQUAL. This study proposes to use the tangibility, 

responsiveness and reliability attributes of SERVQUAL. The 

SERVEQUAL Dimensions and its associated attributes in 

Airlines is shown in Figure 2 and 3. 

 

Figure 2: SERQUAL Model 

 

Table 1: Service Quality Dimension 

  3.0 PROPOSED CUSTOMER CHURN-

PREDICTION MODEL 

In this review, a coordinated methodology of element 

determination and group characterization is proposed to 

deal with the high layered client information. Summed 

up underneath, our projected model can be shown in Fig. 

2. In this research the GitHub beat expectation 

informational index is gathered first and considered for 

execution assessment. The typical pre-handling is 

performed on the gathered aircraft's information, like 

missing worth disposal, a string to numeric 

transformation, standardization, and discretization. Then, 

the elements for carrier’s client beat expectation are Fig. 

1 Customer stir expectation involving SERVQUAL 

Model for just substantial quality, responsiveness and 

dependability with group order are sifted. Then, at that 

point, the chosen highlights are given to the group 

characterization procedures Bagging and Boosting, This 

coordinated methodology for client agitate expectation 

has three variations. SERVQUAL implanted with 

Bagging order is at first investigated (SERVQUAL-

Bagging). This is trailed by SERVQUAL implanted with 

Boosting (SERVQUAL-Boosting) 

Proposed Customer Churn Prediction Model 

 

Figure 3: Client churn prediction using SERVQUAL 

model with Ensemble-Classification 

3.1 Data-set 

The information is tracked down on GitHub for Invistico. 

In this work, the preparation information part of beat 

forecast informational collection (alignment) is occupied. 

There are 130,000 examples and 24 credits with a class 

mark existing in the informational index. In this 

informational index, almost 71087 buyers are non-

churner and 58793 customers are found to stir from the 

aircraft. The dataset consists of Tangibility Attributes 

such as seat comfort, inflight WIFI, food and drinks, 

inflight entertaining, Cleanliness, etc. and responsiveness 

attributes such as online support, onboard service, 

baggage handling, etc. and reliability attributes such as 

departure delays and arrival delays, etc. The class label 

satisfaction is translated into churner labels.  All satisfied 

customers are categorized as non-churners, the neutral 

ones as mild-churners and the dissatisfied ones as 

churners. 
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3.2 Data Pre-processing 

The noise in data is hugely significant because it marks 

the data unusable which in turn disturbs the results. 

Entirely data with missing values and incorrect values 

like Null were deleted from the dataset. Some Illogical 

records were removed. Data with any ambiguity, errors 

or unnecessary data were removed.  

3.3 Model Construction 

SERVQUAL Model-based Feature Reduction: 

Highlight decrease looks to decide the ideal component 

subset. However, much we utilize all suitable client 

elements to foresee client stir, different partners are 

likewise excited about finding the highlights that most 

influence clients to agitate. Their most noteworthy 

interest is to figure out which subset is ideal or more 

characteristic of high agitate likelihood among the other 

elements. Therefore, this study has employed the 

SERVQUAL metrics for feature selection. Only 

tangibility, empathy and reliability metrics are used due 

to the unavailability of data to represent all of them.   

3.4  Ensemble Classification Techniques 

3.4.1 Bagging 

 

Packing is a strategy aimed at group learning as 

projected by Breiman [39]. Stowing represents the 

Bootstrap collection. To utilize an outfit of students and 

have the option to join the students and get excellent 

exactness. In the sacking technique, we really want 

some arrangement of students which makes a few free 

blunders. As indicated by the sacking procedure, a few 

classifiers are prepared freely on various arrangements 

of information through the bootstrap strategy. The 

bootstrap strategy produces k-subsets out of the 

preparation informational collection through examining 

with substitution (SWR). Sometime later, k-classifiers 

are performed on each subset and the potential outcomes 

of these k-classifiers are joined. The dark test data is 

expected considering the more significant ruling for the 

different k-understudies. 

 

3.4.2 Boosting 

 

Boosting is a step-by-step system, we fright with 

uniform likelihood circulation on the given preparation 

cases and we adaptively change the conveyance of the 

preparation information [40]. At first, all the preparation 

examples have equivalent loads afterward each round of 

helping weight gets altered. We dole out solidarity to 

every student and this strength is utilized to conclude the 

heaviness of the democratic and the last grouping is a 

direct blend of this different speculation that loads for 

every student. There are a few helping calculations are 

accessible; one most normal calculations for supporting 

is Ada-Boosting.           

Proposed Algorithm for SERVQUAL model - Ensemble 

Classification 

Algorithm 1: Proposed algorithm for SERVQUAL model 

-Ensemble Classification  

Stage1: Data and information-collection  

The dataset is withdrawn from GitHub  

Stage2: Data Pre-processing 

Fill in the lost values  

Remove illogical data 

Stage3: Feature Selection procedure 

Identify all features related to tangibility, Reliability 

and responsiveness. 

Stage4: Ensemble Classification for sub-set of features  

 If the ensemble algorithm is Bagging 

 The Dataset contains K-samples and N-features 

 Produces k sub-sets from the training through S W 

R.  

k-classifiers are accomplished on all sub-set  

Every test- instance is forecast based on mainstream 

voting by k-classifiers.  

Else if  

The ensemble algorithm is Boosting the Data-set 

consisting of K-samples and N-features 

 Initially, all substances have equivalent weights, 

hypothesis the 1st-classifier 

 Surge the heft for the forecast error-object  

Recurrence of the steps until maximum correctness 

is stretched 

 Else  

The Data-set consists of K-samples and N-features  

Generates k-subsets of feature space from the 

training through S W R  

k classifiers are achieved on each sub-set  

Each test occurrence is forecast based on 

mainstream voting by k classifiers  

End if  

Compute the Correctness and other metrics. 

 

4 MODEL EVALUATION 

This research work assesses the performance of the model 

using different measures: ROC, sensitivity, F-Measure, 

Precision and Accuracy and Specificity. 

5. EXPERIMENTS AND RESULTS 

5.1 Performance Measures 

The disarray lattice is a base component for both looking at 

and grasping the proficiency of the classifier. In Table 1, 

where F11 is the number of tests that both sure and positive 

anticipated, F22 is the number of tests that both entirely 

negative anticipated, and F12 and F21 address the number of 

grouping mistakes. The accompanying measurements like 
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exactness, genuine beat, bogus stir, explicitness, and accuracy 

and is addressed in Eq’s. (1)- (4). 

Table 1. Confusion matrix for customer churn prediction 

Actual Predicted 

Churn                    NonChurn 

Churn F11 F12 

Non-Churn F21 F22 

 

Accuracy =     (F11 + F22)__                   (1) 

                      (F11+F12+F21+F22)                                                              

Sensitivity =    ___(F11)____                     (2) 

                             (F11+F12)                                                                         

Specificity =        __ (F22)__                        (3)                                                 

                  (F22+F21) 

Specificity =   ___ (F11)______ 

                               (F11+F21)                                                                      

(4) 

This section discusses the recital output of the suggested 

model using seven classifiers based on all dataset features 

from the two datasets and the presentation of all 7 classifiers 

based on tangibility and reliability aspects of service quality. 

5. 2 Experiment Setup 

Three arrangements of trials are acted in this work. At first, a 

progression of investigations are performed to work out the 

presentation and conduct of the single order model like DT, 

SVM, KNN, NB, and ANN and troupe characterization 

procedures Bagging, Boosting, and Blending. In the 

subsequent stage set of examination, works are achieved to 

assess the presence of those strategies, including channel and 

covering-based trait choice joined with arrangement 

methodology SVM, DT, NB, KNN, and ANN, outfit 

characterization procedures Bagging, Boosting, and Blending. 

At long last, the effectiveness of proposed strategies 

contrasted with existing troupe and element determination-

based procedures. 

5.2.1 Setup-1 

Execution given base classifiers, the informational index that 

is being pre-handled comprising of 130,000 examples 

bookkeeping to 24 ascribes with one class forecast mark 

demonstrating agitate, and non-beat about the examples, Now 

the informational collection is sorted into preparing and 

testing informational collections. Out of 130,000 examples, 

58793 purchasers are non-churners, and 58793 customers are 

established to agitate from the aircraft. The testing 

information segment comprises a similar number of beat and 

non-stir tests. Table 2 portrays the presentation of the base 

classifier framework on testing it utilizing boundaries ROC, 

F-Measure, responsiveness explicitness, accuracy, and 

precision. It likewise shows that the information being pre-

handled in this framework performs well for the total order 

process when contrasted with the characterization being done 

regularly without pre-handling. Among every one of the 

classifiers considered J48 accomplished the most elevated 

precision of 91.89 % achieving the most noteworthy goal 

capability esteem, which is featured with intense letters. 

Table 2. The base classifiers' performance 

Classifier NB KNN J48 ANN SVM 

Accuracy 77.99 88.89 91.89 91.45 84.02 

Specificity 77.00 89.20 92.00 91.40 0.831 

Precision 78.00 88.90 91.90 91.50 0.841 

Sensitivity 81.30 88.50 91.70 91.50 0.85 

ROC 86.20 88.90 93.70 94.80 0.840 

F-Measure 78.00 88.90 91.90 91.50 0.840 

 

Performance based on the ensemble classifier is shown in 

Table 3. Here bagging and boosting methods have been used. 

Table 3 demonstrates that the informational collection which 

is a group gives improved results contrasted with a single 

classifier. Among all the group classifiers considered Bagging 

has accomplished the most elevated Accuracy of 92.25%, 

ROC of 99.30 %, and most elevated particularity of 95.80% 

achieving the most noteworthy goal capability values which is 

featured with strong letters. Figure 2 imagines the precision 

evaluation among the base classifier and group classifier. 

Table 3. The ensemble classifiers' performance 

Ensemble 

Classifier 

Bagging Boosting 

Accuracy 92.25 82.72 

Specificity 95.80 85.80 

F-Measure 95.30 82.80 

Precision 95.30 83.10 

ROC 99.30 90.6 

Sensitivity 94.80 80.10 
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Figure 4. Base classifier and ensemble classifier Accuracy 

Comparison 

5.2.2 Setup-II 

Execution in view of the base classifier with highlight 

determination approach For trait choice, totally pre-handled 

information is taken as information. In this segment, three 

variations of element choice methods are considered for 

correlation, example, channel-based, covering-based, and 

SEQUAL set-based highlight determination. The channel-

based techniques like Correlation highlight determination 

(CFS) are sent to choose the best credits. The covering-based 

systems like forwarding search (FS) and Backward inquiry 

(BS) are sent to choose the best ascribes. In channel-based 

highlight determination, at first, every one of the qualities is 

positioned and afterward handled to choose the best K credits. 

In this work, K takes the worth of 14. In Wrapper based 

highlight determination, arrangement calculation gives the 

greatest precision by choosing the best characteristic subset. 

The SERVQUAL model can be utilized for administration 

quality set-based highlight choice. The 16 ascribes are chosen 

in this cycle. The planned framework functions admirably 

with 130,000 examples with the best credits recognized and a 

beat expectation variable. Based on stir recurrence of 

examining that adds up to half in the single ordering model, 

the preparation informational collection which the constructed 

comprise of 58,793 examples that are agitated individuals and 

58,793 examples that are non-beat individuals. The quantity 

of highlights depends on the result of the element choice 

strategies. A preparation information model is made and 

displayed with the broadly considered classifiers, the test tests 

are assessed and the expectation is made based on the model 

made by the classifiers in thought. Different characterization 

calculations are conveyed in this work like J48, KNN, SVM, 

NB, and ANN. During trial and error, the presentation of the 

model is assessed utilizing boundaries like ROC, Sensitivity, 

F-Measure, particularity, accuracy, and precision and the 

outcomes are organized in Tables 4, 5, 6, 7, 8, and 9 (greatest 

exactness esteem is featured in strong letters) and exactness is 

graphically portrayed in Fig. 4 and 5. The proposed include 

determination approach, SERVQUAL-J48 performs better 

compared to different strategies and accomplished the most 

elevated precision of 93.6% 

Execution in view of outfit classifier with highlight choice 

methodology the planned framework functions admirably 

with 130,000 examples with the best credits. 

Table 4. The performance of SERVQUAL model 

attributes with base classifiers 

Classifier NB KNN J48 ANN SVM 

Accuracy 0.869 91.61 93.60 91.89 81.99 

Specificity 0.73 0.918 0.935 92.70 83.80 

Precision 0.783 0.916 0.936 91.90 82.00 

Sensitivity 0.883 0.918 0.936 91.20 80.20 

ROC 0.869 0.916 0.958 97.5 82.00 

F-Measure 0.782 0.916 0.936 91.90 82.00 

 

Table 5. The performance of Wrapper based feature 

selection with base classifiers 

Classifier NB KNN J48 ANN SVM 

Accuracy 78.98 89.95 92.82 90.88 82.62 

Specificity 74.80 89.50 92.90 89.90 82.80 

Precision 79.00 90.00 92.80 90.90 82.70 

Sensitivity 82.4 90.35 92.70 96.00 82.50 

ROC 87.4 90.30 95.90 96.30 82.60 

F-Measure 78.9 90.00 92.80 90.90 82.60 

 

Table 6. The performance of Correlation based feature 

selection with base classifiers. 

Classifier NB KNN J48 ANN SVM 

Accuracy 80.16 90.91 93.40 90.89 82.38 

Specificity 76.90 89.90 93.20 90.90 0.81 

Precision 80.10 90.90 93.40 90.90 82.40 

Sensitivity 82.80 91.70 93.55 91.40 83.00 

ROC 88.60 94.50 97.00 96.50 82.30 

F-Measure 80.10 90.90 93.40 90.90 82.40 
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Figure 5. Accuracy comparison between base classifier 

with feature selection approach. 

 

Table 7.  The performance of SEARVQUAL attributes 

along with ensemble classifiers 

Ensemble Classifier Bagging Boosting 

Accuracy 94.14 93.54 

Specificity 0.959 0.942 

Precision 0.942 0.936 

Sensitivity 0.923 0.928 

ROC 0.988 0.983 

F-Measure 0.941 0.935 

 

Table 8. The performance of wrapper-based attributes 

along with ensemble classifiers 

Ensemble Classifier Bagging Boosting 

Accuracy 95.26 82.72 

Specificity 0.958 0.858 

Precision 0.953 0.827 

Sensitivity 0.948 0.81 

ROC 0.993 0.906 

F-Measure 0.953 0.828 

 

Table 9. The performance of Correlation based attributes 

along with ensemble classifiers. 

Ensemble Classifier Bagging Boosting 

Accuracy 93.83 82.73 

Specificity 0.936 0.858 

Precision 0.938 0.831 

Sensitivity 0.94 0.802 

ROC 0.987 0.906 

F-Measure 0.938 0.828 

 

 

Figure 6. Accuracy comparison between ensemble 

classifiers with feature selection techniques 

5.2.3 Setup-III  

Execution examination with other existing methodologies The 

proposed SERVQUAL-based characteristic choice mixture 

with notable AI calculations shows a superior presentation 

when contrasted with different frameworks planned by going 

before research work recorded in Table 10. Park et al. 

proposed the utilization of a physical services cape and social 

services cape and some AI calculations. Figure 6 shows their 

results. The reprocessed data set (130,000 samples with 15 

attributes and 1 class with 2 labels) is given as input to the 

machine-learning approaches proposed by Park et al. [25]. 

The SERVQUAL feature reduction technique was used. 

When we use the same algorithms with our SERVQUAL 

model attributes, their performance improved as shown in 

Table 10 compared to their performance shown in Figure 6.   

Our approach of churn prediction produced better results.  The 

Table shows that the proposed feature selection approach, 

SERVQUAL-Bagging performs better than their models and 

attained the uppermost accuracy of 94% which is emphasized 

with bold letters. 

 

Figure 7. Performance of churn prediction models (Park 

et al.) 



International Journal of Computer Applications Technology and Research 

Volume 13–Issue 07, 19 – 29, 2024, ISSN:-2319–8656 

DOI:10.7753/IJCATR1307.1003 

www.ijcat.com  27 

Table 10. Accuracy comparison with existing techniques. 

Models Accuracy (%) 

Proposed model SERVQUAL - 

Bagging 

94% 

Park et al. proposed machine learning algorithms 

XGBoost 93% 

RF 93.5% 

 

Tables 1, 2, 3, 4, 5, 6, 7, 8, 9, and 10 address the display of 

well pre-dealt with data through single Classifiers, Ensemble-

Classifiers, Classifier through Filter, Wrapper, and 

SERVQUAL-based Feature Selection and Ensemble 

Classifier created through Filter, Wrapper SERVQUAL based 

Feature Selection. The tables show that the outfit framework 

propels the show and working of the classifier. The table 

likewise indicates that the quality choice methodology 

advances the presentation and working of the classifier. The 

Proposed SERVQUAL-based Feature Selection (RSFS) with 

Ensemble Classification model performs better compared to 

base Classifiers and Ensemble classifier without Feature 

Selection, base Classifiers and Ensemble Classifier with 

Filter, and Wrapper-based Feature Selection. The projected 

solution includes the choice methodology; SERVQAUL-

Bagging performs better compared to different strategies and 

accomplished the most elevated precision of 94% which is 

featured with strong letters. 

6.0 DISCUSSION  

In this paper, the information is pre-handled through usable 

information-purifying approaches. In the following stage 

ascribes choice is executed utilizing the SERVQUAL-based 

technique. Utilizing half of the beat recurrence, the examining 

strategies are framed and parceled through preparing and 

testing informational indexes. The group learning strategies 

are utilized to demonstrate the proposed framework. The 

conceived system productivity is assessed and set apart with 

boundaries like ROC, Sensitivity, F-measure, explicitness, 

accuracy, and precision. The accompanying surmising is 

made from the model. The information that is group functions 

admirably contrasted with the one that doesn't outfit. The trait 

determination performs successfully. The framework planned 

by consolidating pre-handling information with property 

choice turns out great with troupe arrangement exactness of 

94%. This outcome will have a critical incentive for the 

Airline industry. The early forecast will save associations a 

huge load of cash as they will recognize clients who are 

probably going to agitate. 

In this paper, we have proposed a SERVQUAL model-based 

AI way to deal with examining carrier client beats. 

Information was gathered from GitHub We then applied a few 

pre-handling strategies to clean invalid information and select 

fundamental highlights. Ultimately, we have assessed the 

exhibition of different AI and profound gaining models for 

anticipating client stir risk from carrier client information. In 

particular, we chose notable AI models, for example, KNN, 

ANN, SVM, NB, and J48, outfit learning models. We then 

sifted the information in light of relationship-based, covering-

based, and SERVQUAL-based. Are there a few ramifications 

of this review? We demonstrated through experiments that 

SERVQUAL-based -Bagging machine learning algorithms 

could predict the customer churn risk with accuracy values of 

94%.  

The experiment results proved that SERVQUAL -Bagging are 

generally more accurate in predicting airline customer churn 

compared with other machine learning models. while most of 

these studies dealt with CLV and socio-demographics factors 

we have extended it by using services factors specifically the 

tangibility factors to the viewpoint of passengers such as food 

and drink, seat comfort, legsroomservice etc., the reliability 

and responsiveness of the airlines from the viewpoint of 

passengers. The service providers (e.g., airline industry 

managers) may benefit the most from the results of this study.  

7.0 CONCLUSION 

In particular, the aftereffects of this study show that the nature 

of carrier services cape is a fundamental calculation in 

understanding the client beat hazard and fulfilment. Taking 

into account the new battles of the aircraft business brought 

about by COVID-19 pandemics, the specialist co-ops will 

actually want to do whatever it may take to work on the nature 

of carrier services cape. There are a few limits of this work 

that ought to be tended to from here on out. We just viewed it 

as a predetermined number of variables in the SERVQUAL 

model. client agitate chance may likewise be impacted by 

different elements of the SERVQUAL model for example 

sympathy and Assurance Thus, later on, we intend to direct a 

greater overview that considers different variables connected 

with compassion and confirmation that could empower us to 

figure out the consumer loyalty and stir according to 

traveller’s point of view. Likewise, further developed 

strategies for highlighting choice procedures ought to be 

engaged from here on out. Despite its restrictions, this study 

improves the current writing on client flourishing examination 

in the carrier business and can be viewed as a beginning stage 

to uncover valuable bits of knowledge and secret relationships 

in carrier client information utilizing profound learning 

models. 

Acknowledgment  
The research was not funded. Special thanks to Dr. Hadullo 

and Ms. Limo for providing essential technical assistance and 

resources that significantly contributed to the review and 

results of this study. Finally, we acknowledge the 

contributions of those who offered technical support and 

expertise, not mentioned individually, that facilitated the 

successful completion of this study. 

 



International Journal of Computer Applications Technology and Research 

Volume 13–Issue 07, 19 – 29, 2024, ISSN:-2319–8656 

DOI:10.7753/IJCATR1307.1003 

www.ijcat.com  28 

REFERENCES 

1. Xiao, J., Xiao, Y., Huang, A. et al. (2015). Feature-

selection-based dynamic transfer ensemble model for 

customer churn prediction. Knowledge Information 

Systems. 43, 29–51. https://doi.org/10.1007/s10115-013-

0722-y 

2. Xiao, J., Xiao, Y., Huang, A. et al. (2015). Feature-

selection-based dynamic transfer ensemble model for 

customer churn prediction. Knowledge of Information 

Systems 43, 29–51. https://doi.org/10.1007/s10115-013-0722-

y 

3.   Wei CP & Chiu IT (2002). Turning 

telecommunications call details to churn prediction: a data 

mining approach. Expert systems with applications 

23(2):103–112. https://doi.org/10.1016/S0957-

4174(02)00030-1 

4.   Coussement K., &Van den Poel D., (2008) Churn 

prediction in subscription services: An application of support 

vector machines while comparing two parameter-selection 

techniques. Expert systems with applications 34(1):313–327. 

https://doi.org/10.1016/j.eswa.2006.09.038 

5.   Keramati, A., Ghaneei, H. & Mirmohammadi, 

S.M. Developing a prediction model for customer churn from 

electronic banking services using data mining. Financ 

Innov 2, 10 (2016). https://doi.org/10.1186/s40854-016-0029-

6 

6.  . Renjith S. (2017). B2C E-commerce customer 

churn management: churn detection using support vector 

machine and personalized retention using hybrid 

recommendations. International Journal of Future Revolution 

Computer Science and Communication Engineering. 2017; 

3:34–9. DOI:10.6084/M9.FIGSHARE.5579482 

7.  Figalist I., Elsner C., Bosch J., Olsson H.H. (2019). 

Customer Churn Prediction in B2B Contexts. In: Hyrynsalmi 

S., Suoranta M., Nguyen-Duc A., Tyrväinen P., Abrahamsson 

P. (eds) Software Business. ICSOB 2019. Lecture Notes in 

Business Information Processing, vol 370. Springer, Cham. 

https://doi.org/10.1007/978-3-030-33742-1_30 

8.  Tamaddoni A, Stakhovych S., & Ewing M.., 

(2017). The impact of personalized incentives on the 

profitability of customer retention campaigns. Journal of 

Marketing Management ;33(6), :327–47. 

https://doi.org/10.1080/0267257x.2017.1295094. 

9.  Rodpysh KV. (2012). Model to predict the 

behaviour of customers churn at the industry. International 

Journal of Computer Applications.49(15). 12-16. https://doi. 

org/10.5120/7702-1059. 

10.  Amin A, Anwar S, Adnan A, Nawaz M, Alawf K, 

Hussain A, & Huang K(2017). Customer churn prediction in 

the telecommunication sector using a rough set approach. 

Neurocomputing.;237:242–54. https://doi.org/10.1016/j. 

neucom.2016.12.009 

11.  Keramati, A., Ghaneei, H. & Mirmohammadi, S.M. 

(2016). Developing a prediction model for customer churn 

from electronic banking services using data mining. Financial 

Innovovation. 2, 10. .https://doi.org/10.1186/s40854-016-

0029-6 

12.   Ballings, M., & Van den Poel, D.(2016). Customer 

event history for churn prediction: how long is long enough? 

Expert Syst. Appl. 39(18), 13517–13522. 

https://doi.org/10.1016/j.eswa.2012.07.006 

13.  Xie, Y., Li, X., Ngai, E.W.T., & Ying, W.,(2009). 

Customer churn prediction using improved balanced random 

forests. Expert Systems with. Applications. 36(3), 5445–5449. 

https://doi.org/10.1016/j.eswa.2008.06.121 

14.  Popović, D., & Bašić, B.D., (2009). Churn 

prediction model in retail banking using fuzzy C-means 

algorithm. Informatica 33(2). 

15.   C. Chu, G. Xu, J. Brownlow & B. Fu,(2016). 

"Deployment of churn prediction model in financial services 

industry," 2016 International Conference on Behavioral, 

Economic and Socio-cultural Computing (BESC). pp. 1-2, 

doi: 10.1109/BESC.2016.7804486. 

16.   Qureshii SA, Rehman AS, Qamar AM, Kamal A, 

& Rehman (2-13).A. Telecommunication subscribers’ churn 

prediction model using machine learning. In: Eighth 

international conference on digital information management. 

2013. p. 131–6. 

17.   Sakthikumar, S. (2013). An adaptive customer 

churn prediction method using fuzzy multi-criteria 

classification approach for decision. Asian Journal of Science 

and Technology. 4(11), pp. 227-233  

18.  Melike G, & Tolga, T., (2018) . Predictive churn 

analysis with machine learning methods, 26th Signal 

Processing and Communications Applications Conference, 

pp. 1-4.doi: 10.1109/SIU.2018.8404467 

19.   P. Jędrzejowicz et al. (Eds.): KES-AMSTA 2010, 

Part II, LNAI 6071, pp. 130–139, 2010. © Springer-Verlag 

Berlin Heidelberg 2010 

20.   i W, Cai M, Liu M, L& i G (2016) A big data 

clustering algorithm for mitigating the risk of customer churn. 

IEEE Trans Ind Inf 12(3):1270–1281 

21.     El-Ghazali T.,(2009). Metaheuristics from Design 

to Implementation, John Wiley & Sons, Hoboken, New 

Jersey. 

22.   Behara RS, Fisher WW & Lemmink JG (2002) 

Modelling and evaluating service  quality measurement using 

neural networks. International  Journal of Operatonal & 

Production Management 22(10):1162–1185 

23.   Yu, R., et al. (2018). Particle classification 

optimization-based BP network for telecommunication 

customer churn prediction. Neural Computing & Applications. 

 29, 707–720. https://doi.org/10.1007/s00521-016-2477-3 

24.    Xiao et al. (2015). Feature-selection-based 

dynamic transfer ensemble model for customer churn 

prediction. Knowledge and Information Systems . 43(1), 29–

51. DOI:10.1007/s10115-013-0722-y 

25.    Vijaya J. & Sivanskar E. (2018). Computing 

efficient features using rough set theory combined   with 

ensemble classification techniques to improve the customer 

churn prediction in telecommunication sector. Computing 

. 100, 839–860 (2018). https://doi.org/10.1007/s00607-018-

0633-6 

26. Vijaya J. & Sivanskar E. (2019). An efficient 

system for customer churn prediction through particle swarm 

optimization-based feature selection model with simulated 

annealing. Cluster Computing 22(1), 10757–10768 . 

https://doi.org/10.1007/s10586-017-1172-1  

27.    Rajamohamed R. & Manokaram J.,(2018). 

Improved credit card churn prediction based on rough 

clustering and supervised learning techniques. Cluster 

Computing  21, 65–77. https://doi.org/10.1007/s10586-017-

0933-1 

28.     Lalwani, P. et al. (2021).Customer churn 

prediction system: a machine learning approach. Computing. 

https://doi.org/10.1007/s00607-021-00908-y 

29.  Brandusoiu I, Toderean G, & Ha B.(2016). 

Methods for churn prediction in the prepaid mobile 

telecommunications industry. International conference on 

communications.  97–100. 

DOI:10.1109/ICComm.2016.7528311 



International Journal of Computer Applications Technology and Research 

Volume 13–Issue 07, 19 – 29, 2024, ISSN:-2319–8656 

DOI:10.7753/IJCATR1307.1003 

www.ijcat.com  29 

30.    Bahnsen, A.C., Aouada, D. & Ottersten, B. 

(2015).A novel cost-sensitive framework for customer churn 

predictive modeling. Decisions. Analyisis. 2, 5 . 

https://doi.org/10.1186/s40165-015-0014-6 

31.    He Y, He Z, & Zhang D.(2009). A study on 

prediction of customer churn in fxed communication network 

based on data mining. In: Sixth international conference on 

fuzzy systems and knowledge discovery, 1. 92–4.  

32.    Idris A, Khan A, & Lee YS. (2012). Genetic 

programming and adaboosting based churn prediction for 

telecom. In: IEEE international conference on systems, man, 

and cybernetics. 1328. 

33.    Huang F, Zhu M, Yuan K, & Deng EO (2015). 

Telco churn prediction with big data. In: ACM SIGMOD 

international conference on management of data. .607–18.  

34.    Makhtar M, Nafs S, Mohamed M, Awang M, 

Rahman M, & Deris M. (2017). Churn classification model 

for local telecommunication company based on rough set 

theory. Journal of Fundamental Applications of Science. 

9(6):854–68.    DOI: 10.1007/978-981-15-9689-6_37 

35.    Amin A, Anwar S, Adnan A, Nawaz M, Howard 

N, Qadir J, Hawalah A, & Hussain A.(2016). Comparing 

oversampling techniques to handle the class imbalance 

problem: a customer churn prediction case study. IEEE 

Access. 4:7940–57.  

36.     Chawla N. (2005). Data mining for imbalanced 

datasets: an overview. In: Data mining and knowledge 

discovery handbook. Berlin: Springer;  853–67. 

37.    Verhoeven, J.D. Fundamentals of Physical 

Metallurgy, Wiley, New York, 1975, p. 326   

38. Alfredo V, Angela N, & David L. Garcia. (2021). 

Customer churn prediction system: a machine learning 

approach. Journal of Knowledge Information Systems.  DOI: 

https://doi.org/10.1007/s00607-021-00908-y. 

39. W. Verbeke, K. Dejaeger, D. Martens, J. Hur, & 

B. Baesens.(2012). New insights into churn prediction in 

the telecommunication sector: a profit driven data 

mining approach European Journal of Operations 

Research, 218 (1) (2012), pp. 211-229, DOI : 

10.1016/j.ejor.2011.09.031 

40. K. Coussement, S. Lessmann, G. Verstraeten(2017).  A 

comparative analysis of data preparation algorithms for 

customer churn prediction: a case study in the 

telecommunication industry. Journal of Decision Support 

System, 95 (1), pp. 27-36, DOI: 

10.1016/j.dss.2016.11.007 

41.   Menggang L. and Lang W. (2018). Applying the CG-

logistic Regression Method to Predict the Customer 

Churn Problem.IEEE. 978-1-5386-6968-6/18. 

42.  Park, S.-H.; Kim, M.-Y.; Kim, Y.-J. & Park, Y.-H. (2022) 

A Deep Learning Approach to Analyse Airline Customer 

Propensities: The Case of South Korea. Appl. Sci. 

https://doi.org/10.3390/ app12041916. 

43. Surovitskikh S, Lubbe B (2008) Positioning of selected 

Middle Eastern airlines in the South African business 

and leisure travel environment. Air Transport Res Rec 

Manage 14: 75-81. 

44. Gourdin KN (1988) Bringing quality back to 

commercial travel. Transport J 27: 23–29. 

45.  Gilbert D, Wong R (2003) Passenger expectations 

and airline services: a Hong Kong based study. 

Tourism Management.  24: 519-532. 

46. Pakdil F, Aydin O (2007) Expectations and 

perceptions in airline services: an analysis using 

weighted SERVQUAL scores. Air Transport Res Rec 

Manage 13: 229–237. 

47. Chang Y, Yeh C (2002) A survey analysis of service 

quality for domestic airlines. Eur J Oper Res 139: 

166-177. 

 

 

 

 

 

 



International Journal of Computer Applications Technology and Research 

Volume 13–Issue 07, 30 – 34, 2024, ISSN:-2319–8656 

DOI:10.7753/IJCATR1307.1004 

www.ijcat.com  30 

Design and Implementation of Technology-Assisted 

Review of Legal Documents With Deep Learning 

 
Nnaemeka .C Onyemelukwe 

Department Computer Science 

Chukwuemeka Odumegwu Ojukwu University 

Anambra State, Nigeria 

Ogochukwu C Okeke 

Department Computer Science 

Chukwuemeka Odumegwu Ojukwu University 

Anambra State, Nigeria 
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1. INTRODUCTION 
 

In legal systems, discovery is a practice which administrates 

the right to attain and also has the responsibility to generate 

any non-relevant matter, relevant to the other party’s defences 

and claims. eDiscovery tools have helped in enhancing the 

data collection method and helps in reducing the effort, in 

terms of reviewing the data. Since the process related to 

reviewing the documents can be tedious, the legal analytics 

process is employed by practitioners as it helps in making 

decisions and assisting legal leaders. Legal analytics consists 

of legal strategy, financial operations, resource management, 

and eDiscovery efficiency [1].  

Therefore, legal analytics tools assist lawyers in making data-

driven decisions, which helps build several legal strategies. 

One of the legal analytical tools- eDiscovery helps review the 

data which has been collected and loaded into the storage 

platform. However, reviewing huge data can be a tedious, 

time-consuming process and requires lots of costs. Hence 

accuracy and speed, while reviewing the data can be increased 

by employing leveraging technology. Therefore EDRM 

suggested TAR (technology-assisted review) which is 

considered as a significant tool in eDiscovery. TAR is also 

known as predictive coding. TAR refers to the document 

review technique, which influences algorithms to detect and 

tag documents based on certain keywords and metadata  [2].   

Due to the requirement of huge labelled datasets and also 

skilled annotators, several domains are still untouched by 

deep learning. CUAD (Contract Understanding Atticus 

Dataset) is a dataset used for legal contract review. Many 

skilled experts from ‘The Atticus Project’ are involved in the 

creation of the CUAD dataset which also comprises 13,000 

annotations [3]. 

 The pre-processing stage consists of Word2Vec, which was 

developed by Google in 2013 and helps to process the text 

data. Word2vec algorithm is made up of 2 learning models 

such as skip grams and a common bag of word bag [4] Using 

CBOW, the word can be predicted based on its context and 

skip-gram is employed to predict the context word for the 

specific target word. In general, skip-gram is considered to be 

the reverse of the CBOW algorithm. since the target word is  

 

considered to be the input and the context word is the output 

[5].  

Name Entity Recognition (NER) plays the most significant 

role. NER helps understand the structure of the text data and 

helps find the relationship between entities [6]. It has been 

revealed that only 241 documents in the Indonesia dataset 

have been performed NER, whereas the necessity to 

implement named entity recognition with the Indonesia 

dataset is still ongoing since NER provides various 

advantages such as enhancing the accuracy  [7]. 

There are lots of traditional methods that lack handling large 

corpus of documents and are a bit time-consuming which is 

satisfied by the method which involves Word2vec and NER. 

The pre-processing method is carried out rapidly with 

enhanced quality in retrieving the information in the dataset. 

The objective of the Technology-assisted review is to speed 

up the process of document reviewing. It can be used in legal 

documents medical articles etc. It can be accomplished by 

repeatedly integrating the ML (ML) algorithm and feedback 

from humans regarding the relevance of the document. 

However different types of algorithms are used in 

demonstrating higher performance when compared to the rest 

of the existing approaches, which helps in detecting and 

identifying the relevant documents. The suggested study 

employed a method along with the continuous Active 

Learning (CAL) algorithm as it is considered to be a non-

iterative approach. CALemployed AI, which helped in 

retrieving the most relevant information present in the 

document. However, there are some of the challenges faced 

by the suggested study such as time to terminate the document 

which is presented to the reviewers, lack of transparency and 

also lack of efficiency additional costs have to be paid to 

assess the total number of relevant documents. From the 

experimental results, it has been identified that the approach, 

helps in retrieving the relevant documents effectively and also 

delivers precise obvious and effective stropping points [8]. 

Due to various advantages of Technology-assisted review, 

civil litigants in the US (United States) heavily depend on 

TAR since civil discovery is a process in which the lawsuit 

can attain evidence from another party. The main objective of 

civil discovery is to support specific party estimations, claims 
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and defences, which helps litigants to decide, whether to settle 

a case or not based on the availability of the evidence.  And 

supervised ML framework has been employed by technology-

assisted review for the implementation of TAR. In the 

supervised ML framework, the algorithms understand how to 

differentiate between Non-responsive documents and 

responsive documents based on the two criteria, which is the 

presence or absence of a combination of aspects which 

includes punctuation, phrases, words, metadata and 

conceptual clusters.  

However, the problems arise over time due to various factors, 

which include the requirement of the high cost to respond to 

the score of requests, timely and accurately.  The traditional 

approach was a time-consuming and laborious process, which 

required a sustainable amount of money and time for 

investment. The cost of the review does not depend not only 

on the documents to be reviewed but also on the time taken by 

the attorney to review several categories of data. Hence the 

suggested study employs normalizing the data in the pre-

processing stage which helps in reducing the time to review 

the document [9].  

Even though some of the studies suggest using ML algorithms 

to differentiate the relevant documents from non-relevant 

documents based on training examples. It is coded as non-

relevant and relevant by the experts, the suggested study 

employed systematic rules that help the experts in the 

decision-making process. Hence technology technology-

assisted review process incorporates sampling techniques or 

even statistical models to conduct the process and also helps 

in measuring the overall effectiveness of the system [10]. 

Even though there are modern approaches to classifying 

documents based on input given by the expert reviewers, there 

were traditional approaches employed for document 

classification which include Boolean search, keyword search, 

manual review etc. On the other hand, modern approaches 

that employ ML for the classification of documents are 

denoted as predictive coding in the legal profession. However, 

it was demonstrated that modern approaches help in providing 

high recall and precision rate with the involvement of less 

labour and less time-consuming process in connection with 

the number of documents a human has to review[11]. Apple 

and Samsung gathered and handled around 3.59GB of data 

which is around 11,108,653 documents, which the processing 

cost was estimated at around 13$ million dollars for 20 month 

period since the clash for the market share is high due to the 

availability of highly enhanced techniques for classification of 

relevant document as quickly as possible.  

Several documents to be reviewed in the HRR project can be 

minimized by employing the TAR process (Technology-

assisted review). One of the commonly used workflows for 

review prioritization is pool-based active learning and 

iterative-based active learning. Some of the common 

approaches implemented in supervised learning methods for 

lexical features and metadata features are linear models which 

include LR (logistic regression) and SVM (Support Vector 

Machine). Even the suggested study demonstrated that linear 

models such as LR and SVM outperformed BERT in legal 

discovery topics (Jeb Bush email collection) [12].  

Employing ML methods for document review has become one 

of the common practices to reduce time and cost in e-

discovery, which is known as TAR. Even though the deep 

learning algorithm and other conventional ML algorithms 

have been employed for several tasks such as clustering the 

documents and text classifications, there is no particular 

application that deals with sounds, images and video files in 

documents for document reviewing. Hence, the suggested 

study employs image classification to identify the images in 

the legal document and review them. The process of 

classification images involved, the downloading of the images 

from the Google image in which the images are classified as 

positive samples and negative samples. The positive samples 

consisted of images from the text documents and the negative 

sample consisted of people, landscapes etc. 20000 images 

were employed and it was split between 50/50 and the 

accuracy rate is considered to be above 97.9%.  The highest 

accuracy is obtained due to the ability of VGG16 to capture 

the critical features that differentiate the images present in the 

document from other types of images[13].  

Classifying thousands of documents can be a tedious process, 

however suggested study revealed that employing Natural 

Language Processing (NLP) and ML Technologies (MLT) 

provided lots of scope for Technology Assisted Review 

(TAR). Even though human instruction is required to perform 

the technology-assisted review, including the creation of seed 

sets and conducting reviews it is still considered a vital part of 

e-discovery[14].  

A semantic type of taxonomy has been suggested in the 

German civil law domain which consists of 9 diverse types of 

functional aspects which include permissions, prohibitions 

duties etc. A rule-based approach has been performed to 

classify the legal norms by employing a manually labelled 

dataset. The F1 score was improved constantly from 0.519 to 

0.779, however ML approach for classification of documents 

was implemented and the performance of the F1 score 

obtained was 0.83. Even though the performance of the ML is 

higher than other methods, ML classifiers lack transparency in 

terms of the decision-making process. Hence to examine the 

behaviour of the classifiers, local linear approximation 

techniques were implemented [15].  

It has been mentioned that, unlike the Western courts, public 

records of Indian courts are messy, unstructured, chaotic and 

disorganized. Therefore, big-scale annotated datasets of 

Indian legal documents do not exist publicly to date. Due to 

the unavailability of the datasets, room for legal analytical 

research was restricted. Hence the suggested study employed 

a dataset which consisted of 10,000 judgements which were 

delivered by the Supreme Court of India along with the 

handwritten summaries. The dataset employed was pre-

processed by implementing the normalisation technique, 

which normalized legal abbreviations, and variations in 

spelling in named entities, handled bad punctuations and 

tokenization precise sentences. Several attributes such as the 

names of the defendants, plaintiffs and also names of the 

people representing them, the name of the judge who gave the 

judgement and several other attributes were mentioned in the 

annotated datasets. Apart from this, an automatic labelling 

approach was implemented in the study to find the sentences 

which consist of ‘summary-worthy’ information. Some of the 

applications of the suggested dataset, other than the 

summarization of legal documents were retrieval of the legal 

document, analysis of the citations and decisions can also be 

predicted by the judge who deliver judgement. From the 

experimental results, it was revealed that the suggested 

supervised technique outperformed the strong baseline 

methods [16].  

In general, a law practitioner has to go through lots of lengthy 

documents of several categories, which include legal 

documents, corruption-related documents, civil-related 

documents etc., therefore it is vital to summarize the 

documents and summarized documents should comprise the 

phrases with intent equal the classification of the case. Hence 

the suggested study employed a summarization technique, i.e., 

an intent-based summarization technique called ‘intent 

metric’, which provided better results along with human 
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valuation when compared to other existing metrics such as 

ROUGE-L and finally a dataset (Australia data) was curated 

and annotated the intent phrases in the legal documents [17]. 

 

2.  PROBLEM STATEMENT 
In general, the text utilizes a huge portion of the legal 

document. Legal documents consist of factors such as 

contracts, dates, legislative acts, treaties and many more. 

Legal academia and legal practice spent centuries identifying, 

analysing, reviewing, commenting reacting and explaining 

various legal documents. 

However, it is practically not feasible to review thousands of 

documents and find similar document text or name based on 

category efficiently. Hence, to predict a similar document text 

or name, effective data pre-processing along with Named 

Entity Recognition (NER) has to be performed, which can 

remove the punctuation mark, normalize the word and convert 

the cases from lowercase to uppercase and vice-versa. 

Therefore an effective data pre-processing step should be 

implemented 

3.  AIM AND OBJECTIVES 
The main purpose of the study is to identify the entity of the 

document using the Named Entity Recognition model. A 

word embedding algorithm called Word2Vec is used in the 

study during the data pre-processing stage since it is efficient 

and works much faster than other existing methods. 

 

To predict a similar document text or name based on the 

category in the legal documents. 

 

To identify the entity of the legal document using the Named 

Entity Recognition model. 

 

To evaluate the performance of the model using the cos 

similarity. 
 

4. RESEARCH GAP 
The suggested study is not designed to deal with reviewing a 

large-scale collection, which is a collection containing 

millions of documents as it was employed for a small-scale 

collection of documents since the calculation of variance of R 

and calculation of mean is feasible. However, splitting the 

existing documents, running the suggested algorithm and 

finally concatenating the documents for final review is done. 

Yet the above-mentioned approach was not considered to be 

the best, hence more work such as sampling of several non-

relevant documents has to be avoided and it can be refrained 

by providing training to the ranking model universally [8]. 

As a part of future work, the suggested study will employ 

various sampling strategies which are specially depicted for 

neural models which include DAL (Discriminative Active 

Learning). A document may contain more than 512 tokens, 

however, the present study lacks in handling those documents, 

hence in future, a widespread approach will be employed to 

handle documents which contain more than a certain number 

of tokens. Since many eDiscovery tasks work upon emails, a 

transformer model with huge email quantities will benefit, 

however, the carrying of biases by pre-training quantities into 

concluding retrieval results in technology-assisted review will 

be done as future research[12].  

.  

5. MODELS AND METHODS  
Hybrid Model that incorporates semantic as well as implied 

word order information.  

Load the CUAD Dataset. 

Pre-processing and tokenize the data. 

In feature extraction, a series of words or sentences are 

contained within the numeric vector.  

Using Skip Gram model word embedding, we can represent a 

similar sentence in numbers in a variety of ways. Proposed a 

new approach that search engines might utilise to locate 

better-matched contents of documents being retrieved. The 

suggested method adds a new cosine similarity-based 

modification 

. 

5.1  Improved Latent semantic  

Is a method of analysing a set of documents to discover 

statistical co-occurrences of words that appear together which 

then give insights into the topics of those words and 

documents. In Improved Latent semantic indexing Modified 

truncated singular value decomposition (SVD) to identify 

patterns in the relationships between the terms and concepts 

contained in an unstructured collection of text. To consider 

the most important values were taken into consideration, 

starting from the first singular values up to the desired value. 

Here we modified Truncated SVD by regularizing the 

parameters, it will overcome the unwanted character that 

intrinsically gives the Transformed data that may be difficult 

to understand and represent our original data set with a much 

smaller data set. This gives the cosine similarity matrix 

generating the enhanced feature vectors with optimal 

performances  

To make it easier to extract generic entities (like agreement 

date, location, or organisation) from natural language texts of 

domains without generic named entities labelled domain data 

sets, we use the NER model. 

In flow 2 a sample input query text will be given using the 

“correct match25” model the relevant text will be retrieved. 

CUAD Dataset 

In the Contract Understanding Atticus Dataset (CUAD), there 

exist 13,000+ labels included with the legal contracts of 510 

that come under the commercial category. The labels and the 

contracts are being labelled with the supervision of skilled and 

experienced lawyers. The process of finding the labels 

involves figuring out the 41 clauses which comprise in the 

contact review that are found to be significant which consist 

of transaction corporate which has a connection, acquisitions 

and mergers. The Atticus project is the one that maintains and 

organizes the CUAD to enhance the research that deals with 

the NLP models and to improve the review of the legal 

contracts. 
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Figure. 1 Model flow diagram 

Figure 1 depicts the overall performance of the method. The 

CUAD dataset is given as the input, the pre-processing is 

done by using the Word2vec algorithm. The punctuation 

marks are removed, the words are normalized and it is 

converted into the lower case. Feature extraction is performed 

by using the skip-gram model of the Word2vec. The model is 

built using the Tf-Idf method. The sentences are embedded 

based on the cosine similarity and the distance between the 

words. Semantic similarity is found using this method. For the 

training process, NER is used to identify the specific texts in 

the documents or to figure out the entities in the legal 

documents. The information is being retrieved based on the 

input. A similar text is being retrieved that depends upon the 

name in the document 

 

 
 
Figure 2 Flow of methodology (Agreement Date) 

Figure 2 explains that the text file is given as the input. The 

text is converted into a vector based on the space model. The 

information is retrieved regarding the input that was given. 

The relevant paragraph is received by using the correct match 

25. In this flow, information to retrieve the agreement date is 

given as the input. The Agreement is extracted as the output in 

the specific documents. 

 

6. IMPLEMENTATION DESIGN 
The environmental configuration of the system is tabulated in 

Table 1 

 

Table .1 Environmental Configurations 

Hardware Configuration Software Configuration 

CPU - Intel Core i7 – 7700 

@ 2.80 GHz 

Windows 10 

GTX 1050 Python 3.7 

16GB RAM Anaconda Spyder 
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7. FINDINGS 
Technology-Assisted Review (TAR) which indulges in 

reviewing legal documents is mainly processed for the 

retrieval of specific information that is very significant. The 

cost and the time are reduced by using the technologies for 

reviewing the legal documents. This increases the 

effectiveness of the large set of collections. The TAR is 

utilized in a wide range of applications to discover the 

information in legal documents, and literature review in the 

field of medicine, for organizing the collection of the 

evaluation.  

The method of TAR outperforms the varying technologies 

that are used in detecting the information in legal documents 

that are ubiquitous. The CUAD dataset is taken and Word2vec 

a word-embedding algorithm is used for pre-processing the 

text in the legal documents as well as the skip-gram models 

support to figure out the similar sentences in the documents. 

The Tf-Idf model figures out the cosine similarity and the 

distance between the words in the documents. The NER, 

which is the form of the NLP model, is used to identify the 

entities in the text file that are given as input to it. A similar 

text is being found by these two pre-processing methods in 

this study. 

 

8. CONCLUSION 
The study explains employing the NER Model to detect 

similar document text or name based on the category. The 

entity of the legal document can be identified using the NER 

Model and the performance of the model using the cos 

similarity. The dataset implemented in the study is CUAD 

(contract understanding Atticus dataset) as it contains more 

than 12,999+ labels in 510 commercial legal contracts. 

Word2Vec and NER Model algorithms are used in the data 

pre-processing stage for an effective pre-processing process to 

detect similar text in the legal documents based on the names 

of the category and detecting the agreement date from the 

input text file which is expected to be the outcome.  
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Abstract: In today's interconnected world, databases serve as the backbone of virtually every organization, handling vast amounts of 

sensitive information. However, with this reliance comes a host of security threats that can jeopardize the integrity and confidentiality 

of data. This paper presents a comprehensive review of ten prominent threats to databases, ranging from SQL injection attacks to 

insider threats and data breaches. Each threat is analyzed in detail, highlighting its potential impact and offering effective solutions for 

mitigating risks. By understanding these threats and implementing robust security measures, organizations can safeguard their 

databases against malicious actors and ensure the continued integrity and availability of their data assets. 
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1. INTRODUCTION 

Databases are integral to daily activities, whether in 

government, private, or individual use, as they store sensitive 

information. A database comprises related records, and each 

record contains related fields. There are two main types of 

databases: manual-based systems, also known as traditional 

databases, and computerized database systems. Traditional 

databases, often found in offices, store records in files kept in 

cabinets. Computerized or modern database systems can be 

further categorized into flat databases and relational 

databases. Flat databases store records in a single table, while 

relational databases store records in multiple tables with 

relationships between them. Relational databases are widely 

preferred due to advantages such as reducing redundancy. The 

Database Management System (DBMS) is the program 

responsible for managing and monitoring access to the 

database, allowing authorized individuals to access it. Finally, 

the Database Administrator controls access, ensuring that only 

authorized users access the database. 

3. THREATS OF DATABASE 

SQL injection attacks occur when attackers insert unwanted or 

malicious database statements into Structured Query 

Language (SQL) queries, exploiting vulnerabilities in the 

system to access sensitive information from the database. 

Here are the sources of SQL injection attacks: Web forms: 

Attackers can insert malicious SQL statements into web 

forms, which are graphical user interfaces (GUIs) used by 

authorized users to access information or data. These web 

forms contain detailed information needed by authorized 

users, such as employee identification numbers, names, salary 

grades, addresses, departments, and more. Attackers exploit 

vulnerabilities in web forms by injecting malicious SQL 

statements to gain access to sensitive information. Server 

variables: SQL injection can also be inserted into server 

variables, which are used to retrieve server-related 

information, such as AUH-TYPE used for user authentication 

or validation. Attackers inject server variables to access 

authorized users' passwords and usernames, enabling them to 

perform malicious activities [5] 

Operating system vulnerabilities pose significant risks to the 

security of databases, including popular systems like Linux 

and Windows, as well as associated services linked to 

databases. Exploiting vulnerabilities in the operating system 

can lead to unauthorized access to the database. For instance, 

an attacker could exploit vulnerabilities to launch a Denial of 

Service (DoS) attack. By flooding the network with excessive 

traffic, legitimate users may be unable to access the database, 

effectively denying them service. This creates an opportunity 

for the attacker to gain unauthorized entry into the 

organizational database while the legitimate users are unable 

to connect. [5].        

Privilege abuse occurs when a legitimate database user, who 

is authorized, misuses their privileges to carry out unwanted 

or unlawful activities within the database. For instance, an 

authorized user with access rights to view and edit employee 

records might abuse this privilege by increasing an employee's 

salary without proper authorization. Such actions can be 

detrimental to an organization. [6] 
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Excessive privilege abuse occurs when authorized users are 

granted database privileges that surpass their legitimate needs. 

This grants them access to sensitive data or functionalities 

they shouldn't have, which could be exploited for unlawful or 

malicious purposes. For instance, consider an authorized user 

with access to view employee details in a Human Resource 

Management System database. If this user is granted 

privileges beyond what is necessary—such as access to salary 

information or employee performance records—they may 

abuse this excess privilege. This could involve unauthorized 

viewing, manipulation, or dissemination of sensitive data, 

compromising the confidentiality and integrity of the system 

[5] [2] 

 

Administrative abuse refers to situations where a database 

administrator misuses their authority to carry out malicious 

activities within the database. For instance, an administrator 

might change employee records, such as their salary or grade 

level, for personal gain or other malicious purposes. This 

abuse of privilege can have significant consequences within 

an organization's database system [7] 

Denial of Service (DoS) attacks can be launched by attackers 

to disrupt the functionality of a system or network, 

particularly targeting the organization's network. This can be 

achieved through various means such as generating excessive 

traffic, causing data corruption, flooding the network, or 

enforcing heavy traffic on the organizational network. The 

objective is to prevent authorized users from accessing the 

database [2] 

Following a successful DoS attack, the attacker may proceed 

to carry out unlawful activities on the database. For instance, 

if the attacker aims to access financial transactions to steal 

money, they might crash the server to deny access to 

authorized users and then proceed to steal money from the 

database. Such actions result in significant losses for 

organizations that rely on database systems to store important 

or sensitive information [2] 

Privilege elevation poses a significant threat to database 

systems. An ordinary user within an organization could 

exploit vulnerabilities in the software to gain additional 

privileges, elevating their status from a normal user to a 

system administrator. Once elevated to a system 

administrator, they may then use their newfound privileges to 

carry out malicious or unlawful activities, gaining 

unauthorized access to important information stored in the 

organizational database [8] 

For instance, the perpetrator of such malicious activity might 

manipulate financial records for an employee by increasing 

their salary without authorization. This issue can lead to 

setbacks for the organization, as it compromises the integrity 

and security of its database system. 

Backup exposure occurs when unauthorized users gain access 

to database backups with the intention of obtaining vital 

information. This exposure can occur through connections 

with insiders, such as having a friend who is an authorized 

user within the organization. In such cases, unauthorized 

individuals may exploit these connections to obtain access to 

the database backup [2] 

Additionally, authorized users or insiders themselves may also 

be perpetrators of database backup theft. These individuals, 

who have legitimate access to the database, may steal the 

backup for the purpose of accessing sensitive information 

stored within the organizational database. The theft of 

database backups poses a significant risk of database 

exposure, which can be highly detrimental to organizations 

relying on their database systems to safeguard sensitive 

information. 

Weak authentication poses a serious threat to database 

security, as it can provide attackers with the means to identify 

legitimate users and gain unauthorized access to the database. 

Attackers may employ various methods to steal login 

credentials for authorized users. One method is direct 

credential theft, where unauthorized users obtain or steal login 

credentials belonging to legitimate database users. Social 

engineering is another technique attacker may use. In this 

scenario, the attacker takes advantage of being in proximity to 

a legitimate database user, perhaps posing as a computer 

engineer tasked with maintaining the organization's 

computers. Through this ruse, the attacker may obtain the 

login credentials or username and password of an authorized 

database user. Additionally, attackers may resort to brute 

force methods, systematically trying different combinations of 

letters and numbers to crack passwords and access sensitive 

information stored in the organizational database. Addressing 

weak authentication is crucial for safeguarding database 

security and protecting sensitive organizational data [10] 

Weak audit trails present a significant risk to database 

security. Deploying a robust database audit mechanism to 

track all activities and transactions within the database is 

crucial. Failure to implement such mechanisms can lead to 

substantial losses for organizations [11] 

For example, both insiders and outsiders could act as 

attackers. Without proper audit mechanisms to capture 

comprehensive information about both authorized and 

unauthorized users, including usernames, passwords, the 

source and location of operations, and even images of 

attackers, an organization remains vulnerable to various 

threats [9] 

Failure to address this issue constitutes a serious problem for 

organizations, as it compromises their ability to monitor and 

respond effectively to security incidents. 

4. SOLUTIONS TO THREATS 

To prevent SQL injection attacks, implementing the following 

methods is advisable: Virtual Patching or Web Application 

Firewall (WAF): This technology is utilized to control and 

monitor any malicious activities targeting the database. A 

WAF acts as a protective barrier between the web application 

and the internet, filtering and blocking potentially harmful 

traffic, including SQL injection attempts. Green SQL: 

Developed by Microsoft, Green SQL is software designed to 

control database access by blocking SQL injection attacks. 

For instance, if an unwanted or attacker is detected, Green 

SQL captures detailed information about the attacker, such as 

their source internet protocol (IP) address, operating 

environment, and username. By deploying these methods, 

organizations can significantly enhance their defenses against 
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SQL injection attacks and mitigate the associated risks to their 

databases [1][5] 

Operating System (OS) vulnerabilities can be mitigated 

through two primary methods: regular updates of the database 

and the implementation of intrusion prevention systems (IPS). 

Regular updates help prevent attacks or unauthorized access 

to the database by addressing any known vulnerabilities in the 

OS. However, continuous updates may not always be 

sufficient, especially in the presence of new vulnerabilities. In 

such cases, intrusion prevention systems become necessary. 

IPS monitors the application and identifies any attackers 

attempting to gain unlawful access to the database through 

network traffic. The combination of these two methods can 

significantly improve the organization's security posture [12] 

To prevent privilege abuse in a database, implementing access 

control methods is essential. These methods not only control 

access to database queries but also manage access to the 

database context itself. Access control provides detailed 

information about legitimate database users, including their 

usernames, passwords, and the source of application names. 

By deploying access control mechanisms, organizations can 

effectively restrict access to sensitive data and prevent 

unauthorized users from abusing their privileges within the 

database environment. 

To address the issue of excessive privilege abuse, one 

effective solution is the implementation of query-level access 

control. This control mechanism restricts database privileges 

to only the necessary level required for normal operations. 

With query-level access control in place, if an authorized user 

attempts to exceed their designated privileges by executing a 

query that accesses unauthorized data or functionality, the 

system triggers an alert. This alert notifies the system 

administrators of the attempted breach, allowing them to 

intervene and prevent potential malicious activities from 

occurring within the database. By employing query-level 

access control, organizations can enforce granular access 

permissions, ensuring that users are only granted the precise 

privileges required for their specific tasks. This proactive 

approach enhances database security and helps mitigate the 

risks associated with excessive privilege abuse. [7] 

 

The solution to addressing Administrator Abuse involves 

implementing access control measures. These measures aim to 

capture detailed login information about legitimate 

administrators, including their username, password, system 

used, timestamp of access, and location. With access control 

in place, it becomes possible to detect any misuse of database 

privileges by administrators who engage in malicious 

activities. By implementing access control, organizations can 

enhance their security posture and minimize the risks 

associated with Administrator Abuse [13]  

To prevent a Denial of Service (DoS) attack, one method is to 

configure the firewall to block unauthorized users or attackers 

from accessing sensitive information. The firewall can filter 

packets from attackers and block their access attempts, 

allowing only authorized users to access information from the 

database. Another approach is to disable all unnecessary or 

unused network services, as attackers might exploit these 

services to gain access to the database through the network. 

Implementing both methods can significantly enhance the 

organization's operational security. [9]  

The solution to privilege elevation involves implementing 

both traditional intrusion prevention systems (IPS) and access 

control measures. The traditional IPS is designed to capture or 

detect any unauthorized attempts to access a database. Access 

control, on the other hand, is geared towards identifying any 

individuals attempting to use abnormal Structured Query 

Language (SQL) to access vital information within the 

database [4]  

 

To prevent exposure of database backups, the organization 

needs to employ several strategies. First, encrypting sensitive 

information stored on backup devices is crucial. This ensures 

that even if attackers steal the backup device, they won't be 

able to access any sensitive information since it's encrypted. 

Secondly, implementing an audit mechanism is essential. This 

mechanism tracks attackers by recording their movements, 

and it can even capture their picture or face. This allows the 

organization to trace the attacker and take appropriate actions. 

By utilizing these methods, the organization can effectively 

prevent database backup exposure [2] 

To mitigate unauthorized access due to weak authentication, 

implementing a restriction where users can only access the 

database from specific Internet Protocol (IP) addresses is 

advisable. By defining access permissions based on IP 

addresses, users would be restricted from accessing the 

database from locations outside of the defined IPs. This 

measure effectively prevents unwanted or unauthorized users 

from gaining access to the database [2] 

       Improving weak audit trails requires enhancing the audit 

mechanism to operate at higher speeds. This can be achieved 

by offloading audit mechanisms or appliances onto the 

network, which can significantly enhance an organization's 

capabilities. Universal user tracking software is utilized to 

capture comprehensive login details about users, including 

usernames and passwords. 

Grand Transaction tracking software is an advanced tool 

designed to capture any unauthorized access to the database, 

including details such as the source operating system and 

hostname [6] 

 

5. CONCLUSION 

Investing in database security is crucial for organizations to 

safeguard their valuable information assets and uphold 

stakeholder trust. By implementing robust security measures, 

organizations can confidently protect their databases from 

potential threats and vulnerabilities, ensuring the integrity, 

confidentiality, and availability of their data. Prioritizing 

database security not only fortifies an organization's defenses 

but also enhances its overall resilience against cyber threats, 

thereby supporting sustained operational success and 

stakeholder confidence. 
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Abstract: In the current digital landscape, organizations heavily rely on interconnected technologies to enhance operational efficiency, 

yet this dependency also exposes them to significant cybersecurity risks. Despite deploying advanced cybersecurity tools, employees 

remain a critical vulnerability due to their limited awareness of cybersecurity threats. Research highlights the pivotal role of employees 

in mitigating such risks, emphasizing the impact of human error and behavior on organizational security. This study aims to assess the 

level of cybersecurity awareness among employees and evaluate the effectiveness of training initiatives in enhancing organizational 

cybersecurity resilience. The methodology involved a comprehensive literature review, encompassing articles, journals, case studies, 

and books related to cybersecurity awareness, cyber threats, and employee training. Key search terms included "cybersecurity," "cyber 

threats," "cyberattacks," "user awareness," "cybersecurity training," and "knowledge of cybersecurity," using databases like Google 

Scholar, Science Direct, and Springer. The review highlighted various cybersecurity challenges faced by organizations, including 

internal threats from employees and external threats from hackers and malicious actors. 

Keywords: cybersecurity, cyber threats, cyberattacks, user awareness, cybersecurity training and knowledge of cybersecurity. 

 

1. INTRODUCTION 
The growing reliance on digital technologies and information 

systems within organizations has brought about 

unprecedented levels of interconnectedness and efficiency. 

However, this technological advancement also introduces 

significant cybersecurity challenges, particularly related to the 

human element within organizations. Despite the 

implementation of sophisticated cybersecurity tools and 

protocols, employees remain a critical point of vulnerability 

due to their lack of awareness and understanding of 

cybersecurity risks. Research in the field of cybersecurity 

underscores the pivotal role of employees in mitigating 

cybersecurity threats, emphasizing that human error and 

behavior often pose the greatest risks to organizational 

security. 

2. METHODOLOGY 
The literature review included articles, journals, case studies, 

and books relating to content on user awareness of 

cybersecurity, cyberattacks. The terms and keywords used in 

the search process included cybersecurity, cyberthreats, 

cyberattacks, user awareness, cybersecurity training, and 

knowledge of cybersecurity. The databases used were Google 

Scholar, Science Direct, and Springer. These included 

conference reports, articles, and journals.  

3. LITERATURE REVIEW 
Data Safety According to earlier studies, information and 

information assets have historically been protected from 

potential cyberthreats and cyberattacks using a technological 

method (Carcary et al., 2016). It could be argued that the 

security of information and information assets requires the use 

of technical tools yet, organizations, including governments, 

have searched for proactive measures to safeguard data and 

information systems from human behaviors in response to 

Carcary et al. (2016)'s research. According to Antoniou 

(2018), merely employing technological tools to prevent 

human behaviors like password sharing among coworkers or 

viewing private information over an unsecured WiFi network 

is insufficient. Maynard et al. (2018) are among the other 

academics who have proposed that workers should also be 

considered a potential cybersecurity risk in addition to the 

technical concerns. They proposed that one of the primary 

contributing factors to cyberthreats that target data and 

information systems is an employee. According to McLane 

(2018), employees that are primarily regarded as the weakest 

link must have their information and information assets 

secured.  

Knowledge is another element that affects information 

security. For instance, Kim et al. (2014) investigated the 

barriers to employee adherence to security protocols that may 

avert cyberattacks using a quantitative research methodology. 

They discovered that the application of preventive measures 

in the adoption of information security is hampered by 

ignorance. This is consistent with study by Alqahtani (2017), 

who discovered that employees think that the adoption of 

information security preventative measures is mostly 

influenced by their ability to recognize cyberthreats.  

Information systems are facing more dangers and 

vulnerabilities as a result of the growing use of network 

solutions (Adebayo, 2012; Chul et al., 2016; Ferrillo & 

Singer, 2015). According to Ferrillo and Singer's (2015) 

conclusion, employees' risky activities may negatively impact 

information and data systems. Employee behavior decisions 

are strongly correlated with their perception of risk (Ahmad et 

al., 2019; Ferrillo & Singer, 2015). According to Dang-Pham 

et al. (2017), employee behavior decisions may have an 

impact on how information systems are managed. Hadlington 

(2017) provided evidence for this theory by examining the 

traits and attitudes of the public sector, including how these 

factors have affected the employees' intents toward 

information and cybersecurity. Furthermore, Gordon et al. 

(2015) and Hwang et al. (2017) looked at how employees 

behaved and thought about information system security 

challenges, and they found that workers can build moral 

convictions about cybersecurity.  

Information security is the overarching theme and 

fundamental building block for the creation of any 

cybersecurity awareness campaign, according to Fietkiewicz 

et al. (2017). It is therefore the duty of all government 

personnel, not only managers and supervisors, to protect 

confidential information (Gordon et al., 2015). According to 
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Dykstra and Spafford (2018), research on how people affect 

information security is essential for developing cybersecurity 

solutions and equipping staff members with cybersecurity 

awareness training to fend off potential threats.  

Information system access and identification can now be 

stolen or surmised thanks to the globalization of 

communication across information systems networks (Gabriel 

& Mohamed, 2011; Solari, 2012). Additionally, as the 

majority of cyberthreats and cyberattacks do not originate 

from the actual location of the attack, it has become more 

difficult to identify their origins due to the globalization of 

information systems networks (Gabriel & Mohamed, 2011). 

But in order to stop hackers and lessen cyberattacks, Bland et 

al. (2020) created an algorithm to recognize trojan methods 

and script comments. On the other hand, Solari (2012) 

supported the initial perspective by examining the elements 

that preceded cyberattacks and concluded that information 

security and information threat mitigation needed to be 

concentrated on identifying elements that can encourage 

employee behaviors that will increase cybersecurity 

awareness. 

3.1. INTERNAL THREATS  

Employees, contractors, and supervisors who have been 

granted access to confidential information and information 

systems are examples of internal dangers. Certain researchers 

(Ahmad et al., 2014; Glasser & Taneja, 2017) have 

concentrated on internal threats in which the goal was 

premeditated and hostile. Internal threats that fall under the 

heading of malicious internal threats that were planned 

include information theft for monetary gain and retaliation. 

Internal threats were recognized by Ahmad et al. (2015), 

along with the reasons why they are detrimental to 

information security. Scholars such as Harnett (2016) and 

Kshetri (2013) have concentrated on personnel that pose a 

threat internally but lack malicious intent. The organization's 

personnel are merely unable to oversee information security. 

Internal risks are those that come from within the company, 

according to Harnett (2016). After reviewing the literature on 

internal threats, Ahmad et al. 2015 came to the conclusion that 

the two main contributors to internal security events and 

significant risks to information security were employees' 

inappropriate behavior and a lack of cybersecurity awareness. 

Gabriel and Mohamed (2011) claim that by comprehending 

what influences employee behavior, internal dangers can be 

lessened or managed.  

3.2 EXTERNAL THREATS  

Hackers, former employees, natural calamities, and other 

governmental organizations are some of these threats. Threats 

from the outside lack access to the information systems and 

rights (Harnett, 2016). Stephen (2011) noted in his study on 

cybercrimes that the 2007 Denial of Service (DoS) assaults 

against Estonia were a significant example of an external 

cyberattack. Because it impacted every digital service in the 

nation over the course of 22 days. This attack was noteworthy 

and a milestone since every harmful traffic came from 

somewhere other than Estonia.  

Comprehending the factors that impact users' awareness of 

cybersecurity is a pertinent issue for multiple reasons. First, 

scholarly research suggests that user knowledge of 

cybersecurity has a role in the overall decline in cyberattacks 

on information systems (Asllani et al., 2013; Ki-Aries & 

Faily, 2017; Knapp & Ferrante, 2012). A company misses out 

on a chance to avoid cyberattacks and putting information 

security policies and procedures in place by failing to adopt a 

cybersecurity awareness posture (Ki-Aries & Faily, 2017). 

For example, Hajli and Lin (2016) discovered that after 

creating information security policies, staff members were 

able to incorporate the policies into their regular tasks, such as 

sharing their computer's password with coworkers or 

refraining from utilizing an open WiFi network to access the 

organization's files. 

De Bruijn and Janssen's (2017) case study was one of the 

research contributions that highlighted the organization's 

inadequate information management as a contributing element 

in cyberattacks, as opposed to the employees. This study also 

highlighted the organization's responsibility in preventing 

cyberattacks. They insinuated that focusing on information 

security management and implementing effective governance 

are necessary to prevent cyberattacks and breaches of data 

security. A thorough analysis of the literature on cybersecurity 

trends and potential defenses against cyberattacks was carried 

out by Steinbart et al. (2016). They found out that a large 

number of businesses had not taken the necessary precautions 

to protect their information systems from cyberthreats and 

cyberattacks, leaving gaps and backdoors open to hackers and 

other unauthorized users. Furthermore, Steinbart et al. 

recommended that companies spend money and effort training 

end users and developing security policies and procedures. 

According to Creasey (2013), this is important yet frequently 

disregarded due to a lack of knowledge or resources within 

the company. 
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Abstract: This paper explores the theoretical application of reinforcement learning (RL) to dynamic resource management in 

Continuous Integration and Continuous Delivery (CI/CD) environments like build and test environments. Focusing on the scaling and 

capacity optimization of virtual machine (VM) pools, the study proposes the use of a Deep Deterministic Policy Gradient (DDPG) 

model, tailored for environments characterized by continuous action spaces and complex, dynamic demands. The paper delineates a 

theoretical framework where an RL agent dynamically adapts VM allocations based on real-time requirements, potentially enhancing 

operational efficiency and reducing costs. Tthe research outlines a conceptual model that leverages the capabilities of RL to address 

resource allocation challenges inherent to modern software development. The discussion anticipates that the integration of RL could 

revolutionize traditional resource management strategies by providing more agile, efficient, and cost-effective solutions. Future 

research directions are suggested, focusing on exploration of alternative RL algorithms for practical implementations in CI/CD 

environments. This work contributes to the literature by proposing a novel approach to optimizing resource management in CI/CD 

systems, setting a foundation for future studies and technological advancements in the field. 
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1. INTRODUCTION 
Continuous Integration and Continuous Delivery (CI/CD) 

pipelines represent automated processes in software 

development that enable frequent and reliable code changes 

through automated testing and deployment methods. These 

pipelines are fundamental in supporting rapid development 

cycles and ensuring that the integration and delivery of code 

changes are both smooth and efficient. They primarily involve 

a series of steps that include compiling code, running tests, 

and deploying to production environments. 

Resource management within CI/CD environments like build 

and test environments pose significant challenges, primarily 

due to the changing development needs and the variability in 

workload demands. Traditional static resource allocation 

strategies often lead to either underutilization of resources, 

which is cost-inefficient, or resource scarcity, which can delay 

the pipeline processes [4]. The fluctuating demands on CI/CD 

systems can therefore benefit from a more adaptive approach 

to manage computing resources effectively, particularly in 

environments where multiple pipelines are concurrently 

active. [5] 

This paper aims to explore the application of reinforcement 

learning for dynamic resource management in CI/CD 

environments, focusing specifically on the scaling and 

capacity optimization of VM pools across multiple pipelines. 

The application described is conceptual and builds on a robust 

theoretical understanding of both the operational challenges in 

CI/CD systems and the capabilities of modern reinforcement 

learning techniques. By modeling the CI/CD environment and 

the application of RL, this work proposes a novel approach to 

resource management that could significantly enhance the 

efficiency and effectiveness of CI/CD pipelines. The 

contributions of this paper, therefore, provide a solid 

framework and offer substantial insights for future research 

and practical implementations in this area. 

2. BACKGROUND 

2.1 Current Practices 
Current practices in resource allocation within CI/CD 

environments typically involve static or semi-static resource 

management strategies [21]. These strategies are defined by 

predetermined rules based on average loads and peak 

performance needs. For instance, organizations might 

provision a fixed number of virtual machines (VMs) or 

containers that are expected to handle the anticipated 

workload. This approach, while straightforward and easy to 

implement, often fails to account for the unpredictable 

variances in demand typical in software development 

processes, resulting in either excessive cost due to over-

provisioning or delays in pipeline execution due to under-

provisioning [22, 29]. 

2.2 Literature Review 
Reinforcement learning (RL) has been used to optimize 

resource allocation across various technology sectors, 

demonstrating its effectiveness in environments with dynamic 

requirements. In cloud computing, RL has been extensively 

used to automate the scaling of computing resources, ensuring 

optimal resource utilization. Specific instances include 

algorithms that predict server load and dynamically adjust the 

number of active server instances. For example, Amazon Web 

Services uses predictive scaling in its Auto Scaling service, 

which employs machine learning models to schedule the right 

number of EC2 instances in anticipation of demand spikes. 

This approach optimizes cost and maintains system 

responsiveness without manual intervention. 

 

Further literature review revealed that data centers benefit 

significantly from RL in two main areas: energy management 

and system stability. One notable example is Google's use of 

DeepMind's AI to control data center cooling systems. The 

RL algorithm analyzes historical data and current conditions 

to adjust cooling valves and fans, reducing energy 
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consumption by up to 40% [23]. This application not only 

decreases operational costs but also improves the 

environmental footprint of data center operations. Similarly, 

RL has been used to optimize power allocation across servers 

and other hardware to maximize energy efficiency without 

compromising on performance. 

In network management, RL contributes to smarter bandwidth 

allocation and latency reduction. Algorithms learn from real-

time traffic data to anticipate bottlenecks and redistribute 

network resources accordingly. This dynamic adjustment 

helps in maintaining high service quality and managing 

network congestion effectively, especially during high-

demand periods. Companies have explored RL-based models 

for adaptive traffic routing that respond to changing network 

conditions instantaneously, ensuring optimal data flow and 

minimizing packet loss [24]. 

2.3 Gaps in Current Research 
Despite the advancements in applying AI to resource 

management, there is a noticeable gap in its application 

specifically within CI/CD pipeline management [1]. Most 

existing research focuses on the general optimization of 

resource allocation without tailoring approaches to the unique 

characteristics and challenges of CI/CD systems, such as the 

need for rapid scaling and the integration of various 

development tools and platforms [6]. This gap presents an 

opportunity to develop specific AI-driven strategies, 

particularly using reinforcement learning, to address the 

distinct aspects of CI/CD environments. Such strategies could 

lead to more responsive and cost-effective resource 

management solutions tailored to the needs of software 

development and delivery processes [28]. 

This paper contributes to the body of knowledge by 

specifically focusing on the application of reinforcement 

learning for dynamic scaling and capacity optimization in 

CI/CD environments. The proposed model leverages 

principles of reinforcement learning to propose optimal 

scaling strategies that respond adaptively to changing 

demands in VM pools. The approach builds on established AI 

methodologies and adapts them to the specificities of CI/CD 

operations, offering a novel contribution to the field [7]. 

3. THEORETICAL FRAMEWORK 

3.1 Fundamentals of Reinforcement 

Learning 
Reinforcement Learning (RL) involves an agent that improves 

its decision-making strategy through interactions with a 

dynamic environment. By observing states and receiving 

feedback in the form of rewards or penalties based on actions 

carried out, the agent refines its policy to maximize long-term 

returns. Sometimes the agent is further broken down into 

agent and interpreter, where the agent carries out actions 

based on an interpreter applying the policy to generate 

rewards and calculate state (Figure 1). The core mechanics of 

RL involve balancing the exploration of untested actions to 

uncover potentially superior strategies against the exploitation 

of known actions that it knows will yield high rewards. An RL 

model can be broadly defined in terms of the state space, 

which consists of all possible scenarios the agent can 

encounter, the action space, which details possible actions the 

agent can take, the reward function, which is the immediate 

value of actions, the policy, a strategy mapping states to 

actions, and the value function, estimating the expected return 

from each state under the current policy.  

 

Figure. 1 

3.2 Model of the CI/CD Environment 
A CI/CD pipeline consists of various stages that build, test, 

and release software (Figure 2). However, for simplicity, the 

CI/CD environment for this study is modeled as a system 

where the states represent various levels of demand and 

resource availability within the pipeline [2]. Actions in this 

context refer to scaling decisions—specifically, the scaling up 

or down of VM pools and the adjustment of VM capacities. 

The reward function is designed to optimize resource 

utilization and cost, providing positive rewards for actions 

that enhance efficiency and negative penalties for wasteful 

resource allocation or delays in pipeline processing [10]. 

 

Figure. 2 

3.3 Impact of Reinforcement Learning  
Reinforcement learning (RL) offers a methodological 

framework for addressing the issue of dynamic resource 

allocation. By using agents that learn from interactions with 

the environment without explicit instruction, RL can 

adaptively manage resources based on the observed state of 

the system and the feedback received from the environment. 

In the context of CI/CD pipelines, an RL agent can learn 

optimal strategies for scaling up or down virtual machine 

(VM) pools based on real-time demands, thus optimizing 

resource utilization and minimizing costs [32, 33]. 

The application of reinforcement learning in this environment 

enables more agile and cost-effective management of 

resources [25]. By continuously learning from the system’s 
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performance and adapting to changes in demand, the RL agent 

can determine the most efficient allocation strategies in real-

time. This adaptive approach reduces wastage of resources 

and ensures that the CI/CD pipelines operate smoothly 

without unnecessary delays, thereby supporting faster 

software development cycles and reducing operational costs 

[26]. 

4. METHODOLOGY 

4.1 Design of the Reinforcement Learning 

Agent 
The reinforcement learning agent is based on a Deep 

Deterministic Policy Gradient (DDPG) model, a type of 

algorithm well-suited for continuous action spaces, which is 

appropriate given the nature of resource allocation in CI/CD 

environments.  

4.1.1 Actor-Critic Approach 
DDPG is an actor-critic algorithm that learns a policy (actor) 

to map states to actions and an estimated value function 

(critic) that predicts the expected rewards of taking those 

actions in given states. [3] In an actor-critic approach, the 

actor network proposes actions based on the current state, and 

the critic network evaluates these actions by estimating the 

future rewards. The Actor Network maps states to actions, 

using a deep neural network to learn the policy function. This 

network outputs the optimal action given the current state. 

The Critic Network estimates the value of taking an action in 

a given state, based on the reward function. It takes both the 

current state and the action provided by the actor as inputs, 

facilitating the training of the actor by providing gradient 

information. 

4.1.2 Model Configuration 
We can model the DDPG agent at a high level as an agent 

carrying out actions on an environment to receive rewards and 

state updates (Figure 3). Then we can further break down 

these 3 parts into: 

4.1.2.1 State Space 
The state space consists of a comprehensive snapshot of the 

system's current resource utilization and demand across 

multiple CI/CD pipelines. Each state vector includes: 

• Number of Active Pipelines: An integer count of 

currently active pipelines, which provides a direct 

measure of workload and demand. 

• Resource Requirements of Each Pipeline: A vector 

where each element represents the resource demand 

(CPU, memory, I/O throughput) of a corresponding 

pipeline. This could be normalized against maximum 

available resources to standardize input scale. 

• Current Capacity of VM Pools: Quantitative metrics such 

as total number of VMs, and the distribution of their 

capacity (e.g., percentage utilization of CPU and memory 

resources). 

4.1.2.2 Action Space 
The action space in the DDPG framework is continuous, 

which allows for fine-grained control over resource allocation 

decisions. Actions are real-valued vectors that specify: 

• Initiation or Termination of VM Instances: A set of 

values where each represents the change in the number 

of VMs dedicated to a pipeline, where positive values 

indicate initiation, and negative values indicate 

termination. 

• Adjustments to Computational Power or Memory of 

Existing VMs: Continuous adjustments to the 

configurations of existing VMs, scaled as a percentage 

increase or decrease relative to their current 

configurations. 

4.1.2.3 Reward Function 
The reward function is designed to evaluate the efficiency and 

cost-effectiveness of the actions taken by the agent. It is 

computed as a weighted sum of several factors: 

• Reduction of Idle VM Time: Rewards the agent for 

decreasing the amount of underutilized VM resources, 

which correlates directly with cost savings. 

• Avoidance of Pipeline Delays: Penalizes delays in 

pipeline execution, incentivizing the agent to maintain or 

improve throughput. 

• Minimization of Operational Costs: Incorporates cost 

metrics such as power consumption and VM rental costs, 

providing a direct incentive for cost-effective resource 

management. 

 

Figure. 3 

4.2 Capacity Optimization Techniques 
The RL agent will use the learned policy to dynamically 

adjust the number of VMs in the pool. It will consider current 

demand, pipeline priorities, and historical data on peak times 

to predict future needs. It uses both Proactive Scaling 

(adjusting resources in anticipation of increased activity based 

on trends and past usage patterns) and Reactive Scaling 

(responding in real-time to changes in demand, scaling up 

resources to meet an unexpected surge and scaling down 

during idle periods) [12]. 

Beyond simply scaling the number of VMs, the agent also 

decides on the capacity configuration for each new VM 

instance in terms of CPU, memory, and storage. This decision 

is based on the specific requirements of the pipelines currently 

in operation, aiming to match resource provisioning closely 

with the actual needs of each job. This approach minimizes 

the wastage associated with over-provisioning and the 

performance issues related to under-provisioning [30, 31]. 

The DDPG model allows for continuous learning and 

adjustment as the environment changes [13]. The agent's 

policy will evolve as it receives feedback from the 

environment in the form of rewards, which are based on the 

efficiency and cost-effectiveness of the resource allocation. 

The critic component helps in reducing the potential of sub-

optimal policy convergence by providing a baseline to 

evaluate the effectiveness of a policy [14]. 

4.3 Explanation of Model Choice 
The DDPG model is particularly well-suited for this 

application because of its ability to handle complex, 

continuous action spaces efficiently and its robustness in 
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dealing with environments with a high degree of uncertainty 

and variability—characteristics common in CI/CD systems 

[8]. This architecture also enables the agent to handle the 

high-dimensional state space of a CI/CD system, where the 

number of active pipelines and the status of each VM can vary 

significantly. This model supports a sophisticated level of 

decision-making that is essential for managing the dynamic 

and often unpredictable demands of multiple CI/CD pipelines. 

5. DISCUSSION 

5.1 Benefits of Using Reinforcement 

Learning 
The application of reinforcement learning (RL) in the 

management of CI/CD environments offers several benefits. 

Firstly, RL's ability to learn optimal policies through trial and 

error allows it to adapt to changing software development 

workflows, which are characterized by fluctuating demands 

and varying task complexities [15].  

Traditional resource scaling methods in CI/CD environments 

typically rely on static rules or thresholds that trigger scaling 

actions when certain metrics are met [20]. These methods, 

while predictable and simple to implement, often do not 

account for the nuanced variations in resource requirements 

that can occur within and across pipeline executions. In 

contrast, an RL-based approach can provide more granular 

control over resource allocation by making decisions based on 

the state of the system at any given moment [16, 19]. This can 

lead to more efficient use of resources, as the system only 

scales up when necessary and scales down as soon as feasible, 

thus avoiding both under-utilization and over-provisioning. 

The use of RL in CI/CD resource management has the 

potential to significantly enhance both efficiency and cost-

effectiveness. The RL agent, by continuously updating its 

policy based on real-time feedback, can ensure that resource 

allocation is always aligned with current needs, thus reducing 

the overhead costs associated with static resource 

provisioning methods [11]. By optimizing the allocation and 

scaling of resources dynamically, the system can ensure that 

resources are not wasted on underutilized VMs and that 

pipeline processes are not delayed by resource shortages [17].  

This can lead to faster development cycles and reduced 

operational costs, providing a competitive advantage to 

organizations that implement such advanced resource 

management systems.  

 

5.2 Potential Challenges and Mitigation 

Strategies 
Implementing an RL-based system for resource management 

in CI/CD pipelines presents several challenges. One major 

challenge is the requirement for a significant amount of data 

to train the RL agent effectively. Without adequate data, the 

agent may not be able to learn effective policies, leading to 

poor performance and potential resource wastage [18]. 

Additionally, the integration of RL into existing CI/CD 

systems can be complex, requiring substantial changes to 

infrastructure and processes. To mitigate these challenges, it is 

advisable to begin with a hybrid approach, where RL-based 

scaling decisions are initially guided by existing static rules. 

Furthermore, simulation environments can be used to train the 

RL agent before full deployment, reducing the risk of errors in 

a live setting [27]. 

6. CONCLUSION 

6.1 Summary 
This paper has explored the conceptual application of 

reinforcement learning (RL) to the problem of dynamic 

resource management in CI/CD environments, specifically 

addressing the scaling and optimization of virtual machine 

(VM) pools. The methodology employs a Deep Deterministic 

Policy Gradient (DDPG) model, chosen for its suitability in 

handling continuous action spaces and complex decision 

environments like those found in CI/CD systems. The 

theoretical framework outlines how an RL agent could 

dynamically adapt resource allocation based on real-time 

demands, thereby enhancing operational efficiency and 

reducing costs. 

The significance of this research lies in its potential to 

transform traditional static resource management strategies in 

CI/CD practices into more adaptive, efficient, and cost-

effective processes. By integrating RL into CI/CD resource 

management, organizations can potentially achieve more agile 

responses to changing demands, minimize resource wastage, 

and expedite development cycles [9]. The research presented 

lays a foundational framework for future studies and practical 

implementations that could substantiate and further develop 

these concepts. 

6.2 Future Research Directions 
Future research in this area could focus on several key 

aspects. Firstly, exploring alternative RL algorithms and 

comparing their performance in similar settings could provide 

deeper insights and potentially identify more optimized 

approaches. Further research could also examine the 

integration of RL with other AI techniques, such as predictive 

analytics, to enhance the predictive accuracy of resource 

demand and further optimize resource allocation strategies. 
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Abstract: Institutions of higher learning in Kenya have traditionally used paper-based attendance registers, which have been seen to 

lack validity for decision-making. There is a trend to adopt Biometric attendance registers in a number of institutions, however, they 

still have usability issues. This study uses a modified Technology Acceptance Model (TAM) to investigate the usability of the 

fingerprint biometric students' attendance register system. The original TAM used perceived usefulness, and perceived ease of use, as 

the test factors for acceptance of technology. Researchers have modified the TAM to include more test factors such as attitude toward 

use, and trust and security. In this study, we use the extended TAM-TRA model. The model includes the attitude toward, trust, and 

security in using the technology, in addition to the original perceived usefulness, and perceived ease of use, to conduct usability of the 

fingerprint attendance register system. These are important factors in the successful implementation, acceptance, and adoption of such 

systems. The study applies quantitative and qualitative surveys and observations, to collect data from sampled users of the fingerprint 

biometric attendance register system and test its usability using the modified TAM. A class of twenty students at the Technical 

University of Mombasa interacted with the fingerprint biometric attendance register system, and for each student, the usability tests 

were carried out, recorded, and analyzed. The perceived usefulness, perceived ease of use, attitude toward use, trust, and behavioral 

intention to use, scored 88.75%, 70%, 77.5%, 65%, and 77.5% levels of acceptance respectively. The contribution of this paper is in 

the insight to organizations that seek to improve the acceptance of their biometric recognition systems.  

 

Keywords: Usability; Perceived Usefulness; Perceived Ease of Use; Attitude Toward Using; Trust, Security; Behavioural Intention to 

Use.  

 

1. INTRODUCTION 
Advancements in technology have led to a heavy reliance by 

governments on digital systems, [1] [8]), that are integrated 

into our daily life activities at both personal and 

organizational levels. Organizations rely on technology to 

manage information and human resources. Biometric 

technology for example has been widely adopted in the 

identification of bonified staff in the workplace and also in 

staff attendance management [25] [21]  

Biometric technology is presented by researchers as a measure 

of the human physiological and behavioral characteristics 

which provide reliable identification of a person [26]. The 

technology uses unique and accessible parts of a person’s 

biological makeup such as the face, retina, iris, voice, and 

fingerprint for verification purposes [12]. It is a system of 

recognizing image patterns acquired from the biometric data of 

the person presented for identification. The features of the 

image are extracted and then compared against the previously 

stored template images in a database [6]. Depending on the 

area of application, biometric systems may be used either for 

the identification or verification of persons [16] [2]  

The use of fingerprints in biometric systems increased rapidly 

because of the special strengths fingerprints provide, 

compared to other human physiological traits. Fingerprint 

based biometric systems are found to be easy to use, and 

cheaper to implement [23]. In addition, these systems 

consume less power and they can easily be implemented in a 

mobile environment [23]. In schools, colleges, and 

universities, biometric technology, such as fingerprint 

attendance register systems, has been used to manage 

students’ attendance with rewarding success and accuracy 

[23].  

 However, the success in implementing fingerprint students’ 

attendance register systems does not depend only on its 

functions, but also on its usability and acceptability by the 

target users. A product has good usability if both the experts 

and the novice can use it with ease [11]] [7]. 

Theoretical models have been suggested that measure 

usability and acceptance of new technology, such as the 

Technology Acceptance Model (TAM)  (Meennapa Rukhiran, 

2023) [1], Theory of Reasoned Action (TRA)[27] [14], 

Motivational Model (MM) [19], Theory of Planned Behavior 

(TPB) [5], Combined TAM and TRA (C-TAM-TRA) [16], 

Model of PC Utilization (MPCU), Innovation Diffusion 

Theory (IDT) [13], Social Cognitive Theory (SCT) [10], and 

Unified Theory of Acceptance and Use of Technology 

(UTAUT) which is an integration of several technology 

acceptance theories [19]. 

 This study aims to carry out usability and acceptance tests of 

a fingerprint biometric student attendance register system 

using the extended TAM-TRA model. These tests were 

conducted on a proposed fingerprint college students’ 

attendance register for the Technical University of Mombasa. 

After this introduction, the next section is the related work on 

TAM-Based Usability Testing of a Fingerprint Attendance 

Register System. Section 3 provides the methodology used to 

implement the TAM-based testing model for a fingerprint 

attendance register system. Section 4 gives the test results, 
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followed by a discussion in section 5, and conclusions in 

section 6.  

1.1 Research Highlights 
- A modified TAM-TRA model was realized.  

- Successful use of the model on the register system was made 

- System effectiveness, satisfaction, and efficiency were found  

- Above average scores of usability parameters were achieved. 

2. RELATED WORK 
Usability was defined by researchers as “the quality of a 

product that makes it easy to understand, learn, use and 

attractive to users” [11]. It has also been defined as the extent 

to which a given product can be used by specific users to 

obtain predefined goals effectively, efficiently, and 

satisfactorily [22]. In the field of Human-Computer 

Interaction (HCI), researchers investigated factors that 

increase the usability of a product [4]. These factors included 

effectiveness, efficiency, accessibility, satisfaction, 

affordance, anthropometry fit, and privacy concerns [11]. Of 

these factors, effectiveness, efficiency, and satisfaction were 

identified as key factors of usability (Anh Tho To, Thi Hong 

Minh Trinh, 2021),  [11]. 

On a stable weighted super-matrix scale, used to show the 

relative ranking of a given set of usability criteria from a field 

study test, privacy was the most important concern for 

biometric recognition systems, and of these systems, 

fingerprint recognition scored highest [11]. The International 

Organization for Standardization (ISO) recommended that 

usability metrics could include effectiveness, efficiency, and 

satisfaction [18]. Effectiveness was defined as the accuracy 

and completeness with which users achieved specified goals. 

Efficiency had to do with the time it would take for a process 

to complete a given task. Satisfaction was used to describe the 

comfort or freedom of discomfort and acceptability of the 

product by the users (ISO, 2010), [18][11]. 

In investigating the usefulness of fingerprint biometric 

attendance registers at Nyamagana Municipality of the United 

Republic of Tanzania, using the Theory of Planned 

Behaviour, it was found that to change employees’ behavior at 

work, their attitudes and social norms (social pressure) toward 

the desired behavior should be addressed first. [17]. 

Research on the measure of adoption of Information and 

Communication Technology (ICT) led to the development of 

various models to predict and understand the acceptance of 

technology. A notable model was the Technology Acceptance 

Model (TAM) (Aceron, 2021). TAM is a model that analyzes 

the factors influencing and motivating users to adopt 

identification management systems. The acceptance test 

factors used in the TAM model include the intention of the 

user to use the technology, the attitude toward using the 

technology based on trust, the perceived usefulness, and the 

perceived ease of use [3]. 

TAM is based on two primary factors that affect the intention 

to use a given technology [24]. These factors were the 

Perceived Usefulness (PU) of the product and the Perceived 

Ease of Use (PEU) of the product. PU was described as the 

extent to which a person was convinced or believed that a 

given technology would improve job performance. PEU was 

described as the extent to which a person was convinced.  

believed that using the given technology would be effortless 

[15]. Early Technology Acceptance Model questionnaires 

consisted of 12 items, six testing on PU and six on PEU.  The 

responses were then weighted on a 1-7 scale from extremely 

unlikely, quite likely, slightly, neither, slightly, quite unlikely, 

and extremely unlikely.  The responses could either be all 

verbal or all numbered 1-7. The severity of the likelihood 

could be from lowest to highest or from highest to lowest 

[15]. 

Modifications on TAM were made to include not only the 

likelihood ratings of PU and PEU but also to measure User 

Experience (UX) by using Experiential ratings. [15] in 

research that used a modified TAM, used three questionnaires 

that rated PU and PEU in four versions of responses. These 

versions were the use of weightings of the responses on a 1 – 

7 scale starting from extremely likely to extremely unlikely 

for both verbal and numeric verbal left-right, verbal right-left, 

numeric left-right, and numeric right-left in the order of 

severity. The following formulae were used: 

PU = (Average (Tam01, Tam02, Tam03, Tam04, Tam05, 

Tam06) – 1) (100/6) 

PEU = (Average (Tam07, Tam08, Tam09, Tam10, Tam11, 

Tam12) – 1) (100/6), Where Tam01 – Tam12 ranged from 1- 

7 on the weighted scale. [15].  

The results were then subjected to an analysis of mean 

differences, factor analyses, regression analyses, and analysis 

of response errors. The numeric L-R version of scoring 

responses with a magnitude of agreement increasing from left 

to right gave the most significant Likelihood-To-Recommend 

(LTR) the product for use [15].  

In investigating user acceptance factors related to biometric 

face recognition technologies, [16] also used questionnaires to 

elicit students’ perceptions and test hypotheses on biometric 

facial recognition for the use of an examination attendance 

register.  

In a usability evaluation of an integrated electronic medication 

management system for an outpatient Oncology unit of a 

major teaching hospital, five UTAUT constructs were 

identified [22]. These constructs are performance expectancy 

(PE), Effort Expectancy (EE), Social Influence (SI), 

Facilitating Conditions (FC), and Behavioral (BI) [22]. 

Performance Expectancy is the degree to which a user of a 

given system believes that using the system results in gains in 

job performance. Effort Expectancy (EE) is the extent of ease 

associated with using the system. Social Influence (SI) is the 

degree to which a user perceives that others are 

recommending him or her to use the new system [22]. 

Facilitating Conditions (FC) is the extent to which the user 
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believes that an organizational and technical infrastructure 

exists to support the use of the system. Behavioral Intention 

(BI) is the willingness of respondents to use the system [11]. 

To adopt a conceptual framework for the usability testing of a 

fingerprint biometric attendance register these constructs were 

considered:  

Performance Expectancy can be directly related to the 

biometric attendance register's Perceived Usefulness (PU) 

[11]. It is the factor that predicts the gains (or usefulness) of 

the biometric technology. Effort Expectancy is the Perceived 

Ease of Use (PEU) [11]. It predicts the effort used in terms of 

how difficult, or how easy the system is to use in taking 

enrolment and the attendance of students in a class session. 

An increase in PEU directly influences the PU [3][4]. 

The Social Influence (SI) construct according to [15]), and 

[11], is the Attitude Toward Using (ATU). It was used to 

predict the influence other potential users have on the current 

user of the biometric attendance register that could affect the 

perceived usefulness. Facilitating Conditions (FC): - This 

construct was redefined as the Trust (T). It was used to predict 

the level of trust the users had in the organization to obtain 

and maintain the required infrastructure for the biometric 

system [4]. Behavioral Intention (BE) is referred to as the 

Behavioral Intention to Use (BIU). It was used to predict 

whether the users would prefer the biometric attendance 

register to the traditional paper-based attendance register 

[3][4]. 

The security (S) construct was added to the traditional TAM-

TRA model. The aim was to separate the Trust construct from 

the Security [3][4]. In our case, Security is the level of 

confidence the user has in the system to protect attendance 

data as provided for in the laws and policies on data 

protection and privacy. This construct has a direct influence 

on the users’ willingness to use the biometric attendance 

register. It is effective in measuring user confidence in the 

biometric system. It is an external factor in the user’s 

willingness to use the system. 

3. METHODOLOGY 
Surveys, observations, and interviews were conducted to 

collect data from students as the primary users of the 

biometric attendance registers. The students were allowed to 

interact with the fingerprint biometric attendance register 

system. Online Google form questionnaires were then given 

to the students to fill out and submit. The data collected was 

analyzed and the results were recorded.  

3.1 Usability Testing  
The usability test model, which is a modified extended 
TAM-TRA model is shown in Figure 3.1. From research, 
PU and PEU constructs are grouped under effectiveness, 
ATU and TS fall under satisfaction, while BIU, 
considering the average time to perform the tasks, can 
be considered as efficiency. The main tasks in this study 

were affixing the fingerprint on the sensor during 
enrolment and class attendance.  

Figure 3.1 The Extended TAM-TRA model with regrouped test 

factors adopted from [16]. 

3.2 Data collection 
Interviews were conducted using Google form online 

questionnaires. A group of 20 students at the Technical 

University of Mombasa were allowed to interact with the 

fingerprint attendance register system and then filled out the 

questionnaire shown in Table 3. 

Table 3. The adopted questionnaire for effectiveness, 

satisfaction, and efficiency. 

Classification Question 

Perceived 

Usefulness 

(Effectiveness) 

My names were correctly displayed on 

the system 

The system was able to take student 

attendance 

Taking attendance was effective with this 

system.  

Once attendance has been taken, no 

changes can be made 

Perceived 

Ease of Use 

(Effectiveness) 

The biometric attendance register was 

easy to use 

My fingerprint was captured on the first 

attempt 

There were at least two unsuccessful 

attempts 

Parents and guardians can access the 

attendance records. 

Attitude 

Towards Use 

Attendance reports can be printed from 

the system  

In this biometric system, a student cannot 
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(Satisfaction) fake attendance. 

You prefer the biometric register to the 

paper register. 

No fear of disease infections with this 

attendance register 

Trust and 

Security 

(Satisfaction) 

Attendance can be taken on day one of 

the semester.  

The biometric register is foolproof and 

data is secure. 

The biometric register is likely to be 

hacked by students 

Student data in the biometric register is 

protected by law 

Behavioral 

Intention to 

Use 

(Efficiency) 

The biometric register may cause queues 

during attendance. 

Fingerprint sensors in every classroom 

are too expensive 

Internet is not fast and sufficient 

throughout the university  

The biometric register is fast and 

prevents cheating in exams 

 

A Likert scale was used for the questionnaire responses. The 

answers were: Strongly Agree (SD), Agree (A), Neutral (N), 

Disagree (DA), and Strongly Disagree (SD). During analysis, 

the total responses for SA and A were added and presented as 

A. DA and SD were added together and presented as DA. 

3.3 Determination of effectiveness, 

satisfaction, and efficiency 
The test factors in the adopted TAM-TRA model were the 

Perceived Usefulness (PU) and Perceived Ease of Use (PEU), 

used in the original TAM, the Attitude Toward Using (ATU), 

Trust and Security (TS), and the Behavioural Intention to Use 

(BIU) [14]. PU and PEU were grouped as tests for the 

effectiveness of the biometric attendance register system. 

ATU and TS were classified under the test for satisfaction 

whereas BIU was the efficiency test.  

According to  [18], the effectiveness of the attendance register 

was determined by the scores for PU and PEU.  

Effectiveness can be calculated from the usability metrics 

format: 

 

 

 
The test for satisfaction was calculated from the scores for 

ATU, and TS  

Since there is a direct relationship between effectiveness and 

satisfaction, then: 

 
Where k is a constant, assuming all factors remain constant in 

both the test for effectiveness and satisfaction, k was taken as 

1[18.   

Efficiency can also be calculated using the formula for time-

based efficiency: 

 
Where:  

N = The total number of tasks, or goals, R = The number of 

users 

nij = The result of task i by user j; if the user completes the 

task, then Nij = 1, if not, then Nij = , tij = The time spent by 

user j to complete task i. If the task is not completed, then 

time is measured till the moment the user quits the task [18]. 

4. RESULTS 
Students who were the target users of the fingerprint 

biometric register interacted with the system and filled in 

questionnaires to test its usability and adoption. The five test 

parameters were Perceived Usefulness, Perceived Ease of 

Use, Attitude Towards Using, Trust and Security, and 

Behavioural Intention to Use. Of these test parameters, the 

first two were tests for effectiveness, the next two tested for 

satisfaction, and the last tested for efficiency. The results for 

each test are shown in Tables 4.1, 4.2, and 4.3. 

Table 4.4 summarises the calculated values of each test 

factor's usability levels. 

Table 4.1. Results for usability test on effectiveness. 

Test 

Parameter  Question A N DA 

To

tal 

Perceived 

Usefulness 

(PU) 

(Effectiven

ess) 

My names were 

correctly displayed on 

the system 16 3 1 20 

The system was able 

to take student 

attendance 20   20 

Taking attendance 

was effective with this 

system.  

19  1 20 

Once attendance has 

been taken, no 

changes can be made 16 3 1 20 
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Perceived 

Ease of Use 

(PEU) 

(Effectiven

ess) 

The biometric 

attendance register 

was easy to use 18 2  20 

My fingerprint was 

captured on the first 

attempt 14 1 5 20 

There were at least 

two unsuccessful 

attempts 9 2 7 20 

Parents and guardians 

can access the 

attendance records. 

15 5  20 

Table 4.2. Results for usability test on satisfaction. 

Test 

Parame

ter  Question A N DA 

To

tal 

Attitude 

Toward 

Using 

(ATU) 

(Satisfac

tion) 

Attendance reports can 

be printed from the 

system  17 3  20 

In this biometric system, 

a student cannot fake 

attendance. 19  1 20 

You prefer the biometric 

register to the paper 

register. 16 1 3 20 

No fear of disease 

infections with this 

attendance register 10 4 6 20 

Trust 

and 

Security 

(TS) 

(Satisfac

tion) 

Attendance can be taken 

on day one of the 

semester.  20   20 

The biometric register is 

foolproof and data is 

secure. 13 6 1 20 

The biometric register is 

likely to be hacked by 

students 10 6 4 20 

Student data in the 

biometric register is 

protected by law 9 9 1 19 

Table 4.3. Results for usability test on efficiency. 

Test 

Para

meter  Question A N DA 

Tot

al 

Behav

ioral 

Intenti

on to 

Use 

(BIU) 

(Effici

ency) 

The biometric register 

may cause queues 

during attendance. 16 4  20 

Fingerprint sensors in 

every classroom are too 

expensive 12 7 1 20 

Internet is not fast and 

sufficient throughout 

the university  17 3  20 

The biometric register is 

fast and prevents 

cheating in exams 17 2 1 20 

 

Table 4.4. Summary of usability outcomes. 

Test Group Test 

factor 

Total 

positive 

responses 

Total 

possible 

responses 

% Level 

of 

Usability 

Effectiveness PU 71 80 88..75 

PEU 56 80 70 

Satisfaction ATU 62 80 77.5 

TS 52 79 65 

Efficiency BIU 62 80 77.5 

5. DISCUSSION 
The three tests that were conducted on the fingerprint 

biometric attendance register were effectiveness, satisfaction, 

and efficiency. These tests used five parameters: PU, PEU, 

ATU, TS, AND BIU. The high score for effectiveness of 

88.75% for PU and 70% for PEU showed that the biometric 

attendance register was useful and easy to interact with even 

without prior knowledge of such systems. Key considerations 

in the use of biometric registers were the ability to capture the 

fingerprint, accurate display of students’ information, and the 

ability to take students’ attendance without undue changes in 

the attendance record. A score of 88.75% indicated that the 

register was effective in enrolment and taking attendance.  

The lower score of 70% for PEU could have been due to 

variations in internet speeds and speeds within the classroom. 

Overall, the effectiveness test was high.  

On satisfaction, the usability test on ATU, scored 77% while 

TS scored 65%. The score reflected the confidence and 

redness of the students to use the technology. The test 

considered factors on attitude and expectations from the 

attendance register. Tests on Trust and Security focused on 

whether the biometric attendance register was foolproof and 

whether their personal information was secure. The 77.5% 

score on BIU was an indicator that the fingerprint attendance 

register was efficient. The average time a student took to 

interact with the register system was four seconds. Some of 

the factors that could affect behavior and efficiency could be 

the crowding of students at the classroom door waiting to take 

attendance. Although these crowds were not witnessed, any 

system for students’ attendance must be efficient and avoid 

time wastage during attendance. 

6. CONCLUSION 
The usability of the fingerprint attendance register was tested 

and scores were calculated. The fingerprint biometric 

attendance register was deployed to a class sample of twenty 

students. Firstly, the students enrolled in the system and 

validated their records. A class session was then activated and 

students took attendance in turn. While the students took 

attendance, observations on the system’s effectiveness and 

efficiency were made. The number of attempts to affix the 
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fingerprint during attendance and the display of correct 

students’ records were keenly observed and recorded. Upon 

taking attendance, students were given online questionnaires 

to fill out and submit.  

Data collected from the interactions of students on the 

attendance register and from the questionnaires were tabulated 

and analyzed. Usability tests for the effectiveness of the 

system, level of satisfaction with the use of the register, and 

its efficiency were calculated and tabulated. The usability 

tests showed a considerably high score in effectiveness, 

satisfaction, and efficiency. A PU score of 88.75% and a PE 

score of 70% were obtained. These were strong indicators of 

the effectiveness of the register system. ATU and TS scored a 

considerable high of 77.5% and 65% respectively. On 

efficiency, BIU scored 77.5%. These scores gave a good 

indicator that the biometric attendance register was efficient 

and satisfactory to use. 

The results obtained help to reveal important factors that 

should be considered in conducting usability on biometric 

attendance registers. These include gender, social influences, 

age, and experiences with similar technologies. Emerging 

issues on privacy and security of information are also factors 

to be considered. Overall, the usability test results obtained 

gave a strong indicator that biometric attendance register 

technologies are effective, efficient, and secure for use. 
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