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Abstract: In this paper a novel combined method based on Modified Bat Algorithm (MBA) and Neural Network algorithm has 

proposed in order to forecast the electric peak load power.  In the proposed method, Bat Algorithm is employed as a popular 

optimization method and Artificial Neural Network is also utilized as a powerful mathematic method in mapping nonlinear 

relationship among model variables for the purpose of electric daily load prediction. Additionally, in order to improve the performance 

of the bat algorithm with regards to avoiding tapping into the local optimal and increasing the convergence speed, some modification 

has performed in bat algorithm which is called as SAMBA.  Experimental results indicate that the proposed method has superiority 

performance in comparison with other traditional machine learning algorithms 
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1. INTRODUCTION 
Electrical energy is considered as one of the mostly used 

forms of energy due to several benefits that can provide e.g. 

economical and clean type of energy [1], efficient 

transmission [2], easy distribution [3], availability [4], etc. 

Therefore, the demand for electrical energy has become an 

important issue in such a way that how this type of energy can 

be distributed and provided to the society efficiently [5-6].  

Electrical load forecasting is defined as an intelligent process 

that predict required electrical power for short-term, medium-

term, and long-term demand [7]. Designing the precise 

prediction model is essential in order to provide efficient and 

reliable electrical energy for all consumers. This demand has 

attracted the attention of scientific researcher to develop an 

accurate and efficient model for load forecasting [8-11].  

Short-term load forecasting is categorized as a prediction of 

an hour up to a day ahead. Medium-term is considered for a 

seasonal prediction e.g. summer, winter, etc. additionally, it is 

used for fuel supplies scheduling for several days up to weeks. 
And Long-term Forecasting is generally used to make plan 

for growth of the required generating capacity and 

transmission that needs a prediction time from few months to 

few years [12].   

In this paper our main focus is for short-term load forecasting 

by using machine learning algorithms. To this end, we 

combined both Bat algorithm as an optimization algorithm 

along with Artificial Neural Network (ANN) to provide an 

efficient and accurate model for the short-term time domain. 

In the following section, it will be demonstrated that the level 

of uncertainty which exists in the load forecasting problem is 

decreased noticeably. Recently, intelligent systems and 

machine learning algorithms have been widely used in 

different range of engineering practical problems. To name a 

few: using intelligent and expert method as system 

compensator and optimization method [13-14], modeling 

adaptive controller for industrial applications [15-16]. In 

particular, in the area of electric load forecasting, there are 

many methods available in the literature.  In [17] authors 

proposed a new method that leverage the capability of chaos 

time series analysis to capture the electric load behavior for 

the short-term time horizon and then the nonlinear mapping of 

deterministic chaos is formulated by using perceptron 

algorithm. There are some other studies that employed time 

series analysis for load forecasting. [18-19]. In [20] a new 

method based on fuzzy regression analysis is introduced for 

short-term load forecasting error for 24 hours during the 

holidays. Authors believed that the average load forecasting 

error can be higher compared to the other days during week. 

In [21] an adaptive autoregressive moving-average model is 

introduced for electric load prediction and the superiority of 

their method is compared with the traditional Box-Jenkins 

transfer function approach. Recently, it is shown that 

Artificial Neural Network (ANN) has a potential capability of 

mapping nonlinear variables which are existed in the electric 

load data. Hence, it has caught the attraction of researcher in 

this area. In [22] authors present a hybrid model based on 

Radial Basis Function (RBF) neural network with adaptive 

neural fuzzy inference system. In this combined approach, the 

RBF network is firstly used to establish a model for load 

forecasting without considering the price change and then 

adaptive neural fuzzy inference system (ANFIS) is used by 

considering the recent real-time price change to adapt the 

results of load prediction which has attained by RBF 

previously. Emerging of evolutionary algorithms have gained 

great importance over the other existing techniques to adjust 

the different parameters of intelligent models due to their 

consistent and robust performance. [23-24]. There are many 

available evolutionary-based optimization techniques 

available in the literature for electric load forecasting namely 

Genetic Algorithm (GA), Particle Swarm Optimization (PSO), 

Bat Algorithm (BA) [25-26], Crew Search Algorithm (CSA) 

[27], etc. In [28] the Artificial Neural Network is applied for 

hourly prediction of load forecasting and particle swarm 

optimization algorithm is utilized to tune the ANN weights 

and adjusting factor in the training phase. In [29] Genetic 

Algorithm is employed to find the most optimal parameters of 

Support Vector Regression (SVR) to enhance the accuracy 

and performance of SVR. Although GA is considered as 

powerful evolutionary-based optimization algorithm, the 

dependency of this method on its parameter can create a 

problem of trapping in the local optima. PSO can also face 

two similar shortcomings: dependency of initial values and 

trapping in local optima.  
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As it was mentioned previously, the proposed method made 

up of Artificial Neural Network (ANN) and modified Bat 

algorithm.  The method follows these two steps: Firstly, the 

ANN is trained based on traditional training algorithm e.g. 

backpropagation and then the most suitable ANN architecture 

which includes number of input layers, number of hidden 

layers, number of output layer, number of neurons in each 

corresponding layer, adjusting and weighting factors. 

Secondly, a modified Bat optimization algorithm is employed 

to figure out the most optimized parameters for adjusting and 

weighting factors of ANN structure. Bat Algorithm can also 

have the limitations which we discussed earlier for GA and 

PSO (local optima trapping and premature convergence). In 

order to prevent algorithm to be trapped in local optima and 

increase convergence maturity, a new modification is 

introduced for BA. The main contribution of this paper is 

given as follows: 1) Finding optimal parameter of ANN based 

on modified Bat algorithm after the network being trained by 

classical methods. 2) applying the proposed method for 

prediction of electric load for the upcoming day.   

 

2. Multi-Layer Feedforward Neural 

Network 
Artificial Neural Network is considered as a popular and 

powerful machine learning method for classification and 

prediction which is inspired by biological system of human’s 

brain.  One of the mostly used application of this method is 

for forecasting. There are several distinctive features that 

make ANN as a powerful technique for forecasting (particular 

for electric load forecasting) e.g. mapping non-linear relations 

of variables.  In general, multi-layer feedforward neural 

network consists of input layer, one or multi-level of hidden 

layer, and output layer. There are neurons in each layer and 

the connection of these layers are done by adjusting and 

weighting factors.  Shown in figure 1 is an example of ANN 

with two levels hidden layer.  

 

Figure 1. high-level structure of Artificial Neural Network 

The determinations of ANN pattern include number of input 

layers, number of hidden layer, and number of output layer. 

The number of neurons which are used in input and output 

layer determine the number of input and output variables, 

respectively.  There is a transfer function in ANN to map the 

input and output variables. In this paper, the sigmoid transfer 

function is chosen. Eq. 1 defines the output of each node in 

ANN.  
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Where: 

 f1: input layer transfer function.  

 f2: hidden layer transfer function.  

 b1: hidden layer biasing metric. 

b2: output layer biasing metric. 

w1
i,j weighting parameter to connect input node (i) to the node 

(j) in hidden layer. 

w2
i,j weighting parameter to connect hidden layer node (i) to 

the node (j) in output layer.   

3. Bat Algorithm  
Bat Algorithm is inspired by the echolocation behavior of bats 

and considered as a new nature-inspired metaheuristic 

optimization algorithm [30].  This algorithm is inspired by 

this behavior of bats which they emit sound pulse and listen to 

the echo that is returning back from obstacles. Bat algorithm 

is formulated based on below for steps [31]: 

1) Bats use echolocation behavior to know the distance 

of obstacles and figure out the difference between 

food and prey.  

2) Each bat located in the position of Xi in the search 

space and flies with the velocity of Vi and emitting a 

particular pulse with the frequency and loudness of 

fi and Ai respectively.  

3) The loudness of Ai can be varied in many ways like 

by decreasing from a large value to a low value 

4) The frequency fi and rate ri of each particular pulse 

is regulated automatically.  

Having had a random fly, the location of each bat will be 

updated as follows:  
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Where:  

Gbest: the best bat from the objective perspective.  

NBat: total number of bat population.  

φ1: random value in the range of [0,1]. 

max min/i if f
: maximum/minimum frequency values of the ith 

bat, respectively. 

 

In order to receive the better random walking, the random 

number β is generated and if the new randomly generated 

number β is greater than ri, the new solution is created as 

follows:  

 

; 1, ,new old old
i i mean BatX X A i N   

                                   (3) 

 

ε: random value in the interval of [-1,1]  

old
meanA

: mean value of loudness of all bats.  
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If the randomly generated value β is less than ri, new position 

is generated randomly. It should be noted that the following 

condition should be met in order to accept the new position.  

[ ]&[ ( ) ( )]i iA f X f Gbest  
                                       (4) 

Additionally, the loudness and rate of each pulse is updated as 

follows:  

1 0[1 ( )]
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i i
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i i

A A
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

   
                                             (5) 

where α and γ are constant values and Iter is the number of 

the iteration during the optimization process.  

 

3.1 Modified Bat Algorithm 
As discussed earlier, in order to enhance the overall capability 

of Bat algorithm to prevent algorithm to be trapped in the 

local optima and premature convergence.  The proposed 

modification includes two methods: 

1. First modification:  

In Eq. 5 the value of α will be updated during the 

optimization procedure by following formula:  

1/(1/ 2 )new Iter oldIter 
                                      (6) 

2. Second Modification: 

This modification has introduced in order to 

increase the diversity of total bat population.  
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 φ2:  random value between the range of [0,1]. 

n:  length of the control vector. 

In the beginning of the procedure, each modification method 

has an equal probability (Prob𝜔 =0.5 & 𝜔 =1,2). Each bat 

selects the 𝜔th modification method by using roulette wheel 

mechanism (RWM). Hence, bats population is sorted out after 

each loop and the probability of each modification is updated 

as follows:  

2

1

/ ; 1,...,2Prob SR SR  





 
                                        (8) 

SR𝜔:  successful rate of 𝜔th modification method for 

generating optimal bats within the population. The criteria to 

be more optimal for each bat is defined such that if each new 

bat’s objective function is less than the previous iteration. 

Having updated the probability of each modification, φ3 is 

created as a random number in the range of [0,1]. The 

procedure of selecting the proper modification method

 
𝜔th 

will be chosen by using roulette RWM to create the next bat 

population generation. 

4. 
 

Proposed Combined Method Based-on 

ANN and Modified Bat Algorithm:  
 In order to leverage the capability of the modified bat 

algorithm to adjust the ANN parameters, each member of the 

bat society iX includes both weight and biasing factor of 

ANN which is defined in below equation: 

  

,1 , ,1 , (1, )[ ,..., , ,..., ]i i i Nw i i Nb Nw NbX w w b b 
                         (9) 

Bat society size is the same as the total number of all 

weighting and biasing factors of ANN. In order to 

demonstrate the accuracy and performance of the proposed 

method, two performance measurement criteria are 

introduced: relative error and Mean Absolute Percentage 

Error (MAPE) which are formulated as follows, respectively:   
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Pi: estimated value of the ith data.  

Ti actual value of the ith data.  

Nes: number of data that supposed to be forecasted. 

Generally, the less MAPE value, the more accurate 

forecasting results will be attained. Therefore, the objective 

function of the proposed method should minimize MAPE 

value. The procedure of the proposed method is summarized 

as follows:  

Step 1: Generating required parameters: All the input 

parameters such as number of the input neurons, number of 

output neurons, training algorithm, bat population size, the 

initial value, maximum and minimum value for loudness 

pulse of each bat should be initialized.  

Step 2: Data normalization: In order to have a satisfactory 

results and structure for ANN, data normalization is required.  

Step3: Weighting and biasing factors optimization: In this 

step the proposed method is employed to optimize both 

weight and biasing factors in ANN. The objective function for 

this purpose is to keep the MAPE values as minimum.  

Step 4: Generating initial population for Bat algorithm: the 

bat population vector is described as follows:  
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Nbat is defined as the number of whole bats.  

Step 5: Objective function measurement: In this step MAPE 

criterion will be assessed for all bats in population.  
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Step 6: Defining the best bat (Gbest): The best Xi is chosen as 

a bat with the least value of MAPE as objective function. 

Step 7: Apply the proposed modification bat algorithm to 

enhance the population diversity.  

Step 8: evaluate the termination criteria: if the termination 

criteria has not been met, go back to step 5. Otherwise, the 

algorithm will be terminated.   

5. Experimental Results and Evaluations 
In order to evaluate the accuracy and performance of the 

proposed method and demonstrate the superiority of the 

proposed method compared to the other evolutionary-based 

method and traditional methods, a real dataset of electricity 

consumption of …. in Brazil has been used. This data-set 

which is used to train the ANN is gathered from March 2008 

to March 2016. To this end, the load forecasting method is 

applied to predict the upcoming day. The input and output 

features of ANN is summarized in Table 1. In this research, 

the structure of ANN is defined as ten input features, one 

output and two hidden layers. It should be noted that the ANN 

structure is obtained based on experimental knowledge.  

 

Table 1. Input and Output variables of ANN 

Parameters Definition 

In_par_1 Load value in the same day of 5 months before 

In_par_2 Load value in the same day of 4 months before 
In_par_3 Load value in the same day of 3 months before 

In_par_4 Load value in the same day of 2 months before 

In_par_5 Load value in the same day of 1 month before 
In_par_6 Load value in 5 days before the forecasted day 

In_par_7 Load value in 4 days before the forecasted day 

In_par_8 Load value in 3 days before the forecasted day 
In_par_9 Load value in 2 days before the forecasted day 

In_par_10 Load value in 1 day before the forecasted day 

Out_par Load value of the forecasted day.  

 

In order to compare the performance among ANN traditional 

method, PSO evolutionary-based algorithm, and proposed 

ANN combined with modified Bat algorithm, Table 2 

summarized the relative error i  and calculate the MAPE 

percentage. By comparing the results of Table 2, it can be 

observed that the relative error has decreased in proposed 

ANN-modified Bat algorithm. The maximum value of relative 

error in ANN-modified Bat algorithm is 5.8929 which is 

lower compared to the maximum relative error value for 

either ANN traditional model and PSO-ANN: 8.4535 and 

7.4459, respectively.  

Figure 2. depicts the relative error for 30 predicted ahead days 

for traditional ANN, ANN-PSO, and ANN-Modified Bat 

Algorithm, respectively.  As it is shown in Figure 2, the 

relative error of proposed combined method is less than two 

other methods.  

 

 

 

 

 

 

 

Table 2. Comparison of relative error values of Traditional 

ANN, and ANN PSO, and proposed ANN-modified Bat 

algorithm for one-month prediction 

Predicted 

Day 

ANN 

%i  

ANN-

PSO 

%i  

 
ANN-Modified Bat 

algorithm %i  

1 2.1321 1.7634  3.1223 

2 7.4456 1.7890  1.2311 

3 52380 3.7440  2.1784 

4 5.9087 3.1079  2.4120 

5 5.1153 1.4959  1.3422 

6 7.8911 3.1760  2.2512 

7 4.7811 2.9080  3.2510 

8 2.2359 7.4459  1.7812 

9 1.7822 5.9923  0.7690 

10 1.2912 4.1160  0.1023 

11 1.9945 1.7230  0.0072 

12 2.3378 1.8230  2.7801 

13 3.7490 4.8185  0.8410 

14 1.7290 1.5181  5.1206 

15 8.1962 3.4510  1.7120 

16 3.5659 1.5294  0.9821 

17 2.5250 5.7843  0.1383 

18 1.5868 1.7333  1.7912 

19 0.2510 1.7020  0.9400 

20 1.9478 1.8551  1.8865 

21 1.0520 3.9239  5.8929 

22 8.4535 1.4434  1.4612 

23 3.2195 1.8511  0.5880 

24 1.7890 3.2223  1.8641 

25 0.5121 1.4934  0.4194 

26 0.0921 3.9146  3.4626 

27 4.7780 0.6930  2.0022 

28 5.8878 2.2655  5.1521 

29 8.2170 0.3121  2.4232 

30 2.9512 0.8122  5.4828 

MAPE% 3.6121 2.9878  2.2114 

 

 

Figure 2. Relative errors of 30 predicted days for ANN, ANN-

PSO, and ANN-Modified Bat Algorithm. 
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6. CONCLUSION 
A new hybrid method based on traditional ANN for training 

and tuning the adjusting and weight factors by using modified 

Bat algorithm is proposed in this study for electric power load 

forecasting.  The superiority of the proposed method is that it 

leverages the capability of ANN for training and mapping 

nonlinear relation among variables and by using modified Bat 

algorithm as an optimization technique to figure out the best 

values for ANN parameters. In order to demonstrate the 

superiority of the proposed method, real dataset of electric 

load consumption of Sergipe province in Brazil is applied.  By 

combining the proposed method with ANN, the performance 

is enhanced in terms of avoiding the local optima and 

immature convergence.  
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