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Abstract: Classifying the movements of objects detected from a video feed is a key module to achieve a 

cognitive surveillance system. Machine learning techniques have been heavily proposed to solve the problem 

of movement classification. However, they still suffer from various limitations such as their limited ability to 

learn from streamed data. Recently, Hierarchical Temporal Memory (HTM) theory has introduced a new 

computational learning model, Cortical Learning Algorithm (CLA), inspired from the neocortex, which 

offers a better understanding of how our brains process temporal information. This paper proposes a novel 

biologically-inspired movement classification algorithm based on the HTM theory for video surveillance 

applications. The proposed algorithm has been tested using twenty-three videos, from VIRAT dataset, and an 

average accuracy of 85% was achieved.  
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1. INTRODUCTION 

Movement classification algorithms aim at 

learning motion patterns of objects of interest in a 

surveillance scenario to classify a new 

movement. They also attempt to understand the 

trajectories of tracked objects and the interactions 

between them.  The application domain where 

these algorithms are engaged is a cognitive 

surveillance system 1].    

Several movement classification methods have 

been proposed in the literature, which has several 

merits and demerits, but the advances in these 

methods have continued and are recently gaining 

importance and attention of many researchers due 

to the need for flexible, adaptable ways of 

solving movement classification problems [2].  

Numerous computation techniques have been 

introduced to enhance computation beyond the 

physical limits of computers for solving complex 

problems. One such approach is called 

biologically inspired computing, also known as a 

bio-Inspired approach. ‘Learning from 

experience’ is a basic task of the human brain 

which is not yet fulfilled satisfactorily by 

computers. Moreover, recently cope with this 

issue, several researchers have been involved in 

bio-inspired approaches, where a learning method 

is proposed based on a model derived from 

neurophysiological observations of the generation 

of the sense of self which is connected to the 

memorisation of the interaction with external 

entities. Therefore, bio-inspired algorithms are 

based on the structure and functioning of 

complex natural systems and tend to solve 

problems in an adaptable and distributed fashion. 

New bio-inspired machine learning techniques 

have been proposed in the attempt of mimicking 

the function of a human brain. Hierarchical 

Temporal Memory (HTM) theory has proposed 

new computational learning models, Cortical 

Learning Algorithms (CLA), inspired from the 

neocortex, which offer a better understanding of 

how our brains function. HTM gives an adaptable 

and naturally precise system for settling 

expectation, grouping, and oddity location issues 

for a wide scope of information sorts [3, Error! 

Reference source not found.]. 

This paper proposes a novel bio-inspired 

movement classification algorithm based on the 

CLA. The proposed algorithm can be used to 

automate video analytics and video forensic 

systems.  

The remaining of the paper is structured as 

follows: Section 2 presents a review of related 

works in movement classification, it includes 

literature that studies the CLA. The proposed 

movement classification technique is presented in 

section 3. The used dataset and the evaluation 

criteria are presented in section 4. The results are 

analysed in section 5, and discussed. The paper 

concludes with section 7 by drawing insights 

from the proposed techniques, experimentation 

and results. 

2. PREVIOUS WORK 

The use of video analytic technologies has gained 

wide attention in the research community and the 

global security around the world [5]. The purpose 

of intelligent visual surveillance in most cases is 

to learn, detect and recognise interesting events 

that seem to constitute challenges to the 
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community or area of the target [6]. These 

challenges posed by defining and classifying 

events as unusual behaviour [7], abnormal 

behaviour [8], anomaly [9] or irregular behaviour 

[10]. Activity recognition techniques are 

reviewed, in [1].  

Biologically inspired algorithms or bio-inspired 

algorithms for classification are a class of 

algorithms that imitate specific phenomena from 

nature. Bio-inspired algorithms are usually 

bottom-up, decentralized approaches which 

specify a basic set of conditions and rules that 

attempt to solve a complex problem by iteratively 

applying them. Such algorithms aim to be 

adaptive, reactive and distributed fashion [14] 

2.1 Cortical Learning Algorithms 

Cortical Learning Algorithms (CLAs) comprises 

an effort by Numenta Incorporation [25] to 

design a model that can perceptually and 

computationally analyse neocortex learning in the 

brain. The cortical learning algorithms are 

utilized as a part of the second implementation of 

a designed framework for perceptual learning 

called Hierarchical Temporal Memory (HTM). 

The algorithm, CLA, functions on a set of data 

structure, and the two of them together 

accomplish some level of spatial and temporal 

pattern recognition. The data structure utilised is 

a gathering of segments of cells, called a locale. 

A cell in a section is a neuron-like substance, 

which makes associations with different cells, 

and totals their action to decide its state of 

initiation. 

It is biologically proven that neocortex is the seat 

of intelligent thought in the human or mammalian 

brain. Intelligent properties such as vision, 

movement, hearing, touching, etc. are all 

performed by this intelligent seat, this cognitive 

tasks that are primarily performed by the 

neocortex of humans are challenging to design in 

real life scenarios.  

2.1.1 Types of CLA Components  

The CLA consists of four main components: 

Encoder, Spatial Pooler, Temporal Memory and a 

classifier 

Encoder: The initial step of utilising an HTM 

framework is to change from an information 

source into a Sparse Distributive Representations 

(SDRs) using an encoder. The encoder changes 

over the local configuration of the information 

into an SDR that can be bolstered into an HTM 

framework. The encoder is in charge of figuring 

out which bits ought to be ones, and which ought 

to be zeros, for a given information esteem in 

such a route as to catch the essential semantic 

qualities of the information. Comparative 

information qualities ought to deliver overlapping 

SDRs [Error! Reference source not found.17]. 

HTM frameworks require information 

contribution to the type of SDRs [Error! 

Reference source not found.]. An SDR 

comprises of a vast exhibit of bits of which most 

are zeros. The encoder aims to generate a code 

where every piece conveys some semantic 

meaning so if two SDRs have more than a couple 

overlapping one-bits, then those two SDRs have 

comparable implications.  

Spatial pooling: The open field of every section 

is a settled number of information sources that 

are arbitrarily chosen from a much bigger number 

of hub data sources. Considering the info design, 

a few segments will get more dynamic 

information values. Spatial pooling chooses a 

consistent number of the most dynamic sections 

and inactivates (represses) different segments in 

the region of the dynamic ones. Comparable 

information designs tend to actuate a steady 

arrangement of sections. 

Temporal Memory: Temporal memory has been 

a dynamic region of research for HTMs. The 

significance of temporal memory and the general 

objectives of temporal pooling have been to a 

great extent predictable [19]. Be that as it may, 

the expression "temporal memory" has been 

utilised for various diverse executions and 

looking through the code, and past 

documentation can be to some degree 

confounding. The first CLA Whitepaper utilised 

the term temporal pooler to depict a specific 

usage. This usage was unpredictably tied in with 

succession memory. Like this the succession 

memory and transient pooling were both alluded 

to as "temporal pooling", and the two capacities 

were perplexed [19]. 
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Classifier: HTM-CLA plans to learn and speak 

to structures and groupings in light of memory 

predictions. In any case, the classifier used to 

interpret the arrangement yield from HTM-CLA 

are a long way from palatable. Classifiers utilised 

as a part of the NuPIC structure are KNN, CLA 

and SDR Classifiers [20]. Two new classifiers are 

also proposed by [20] given various similitude 

assessment strategies. The principal technique is 

H-DS Classifier given Dot Similarity and the 

second strategy is H-MSC Classifier given Mean-

Shift Clustering, in an attempt to make the 

classifiers in HTM-CLA more productive and 

powerful. 

2.1.3 The Choice of CLA 

CLA being an online learning algorithm and 

needs no pre-processing and requires less training 

time. For example, CLA has been applied to 

solve the problem of classifying 

Electrocardiogram (ECG) samples into sick and 

healthy groups discriminating subsequence 

eliminated in the signal after supervision which 

could otherwise be done by the human supervisor 

[29].  

This paper proposes a bio-inspired Movement 

Classification technique that tends to achieve an 

efficient and effective performance. 

3. PROPOSED MOVEMENT 

CLASSIFICATION TECHNIQUE 

The proposed bio-inspired movement 

classification is based on the CLA that learns to 

predict a sequence of movements. A slightly 

erroneous copy of the learned sequences will be 

presented to the algorithm, which will recover 

quickly after any unexpected or suspicious 

movement patterns. 

However, going to predict the rest of the 

sequence, this would be a desirable property 

since real-world data is likely to be noisy and 

dynamic. The proposed Cortical learning 

movement classification algorithm presents a 

unique and novel way of approaching this 

problem.  

3.2 Movement Classification Datasets 

Most post-incident analysis cases target outdoor 

scenarios. Not all publicly available movement 

classification and action recognition datasets 

represent realistic real-world surveillance scenes 

and scenarios as they contain short clips that are 

not representative of expected actions in these 

scenarios. Some of them provide limited 

annotations which comprise event examples and 

trajectories for moving objects, and hence lack a 

solid basis for evaluations in large-scale.  

VIRAT video dataset is a large-scale dataset that 

facilitates the assessing of movement 

classification algorithms. The dataset used for 

this study was designed to be natural, realistic, 

and challenging for video surveillance domains 

stipulated to its background clutter, resolution, 

human event/activity categories and diversity in 

scenes than existing action recognition datasets 

[28]. 

According to [28] the dataset distinguishing 

characteristics are as the following: 

 Realism and natural scenes: VIRAT’s 

data is collected in natural scenes by 

showing people in standard contexts 

performing normal actions, with 

cluttered backgrounds in an 

uncontrolled environment.  

 Diversity: VIRAT’s data is collected 

from multiple sites through a variety of 

camera resolutions and viewpoints, 

while many different people perform 

actions. 

 Quantity: Various types of human-

vehicle and human actions interaction 

are included with a large number of 

examples (>30) per action class. 

 A wide range of frame rates and 

resolution: Many applications operate 

across a wide range of temporal and 

spatial resolutions such as video 

surveillance. Therefore, the dataset is 

designed purposely to capture the 

ranges, (with 2–30Hz) frame rates and 

10–200 pixels in person-height.  

4.  Dataset and Evaluation Criteria 

VIRAT dataset includes a total of eleven scenes 

that were recorded in the videos captured by 
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stationing high definition cameras. Due to the 

wind, the videos reordered might experience a 

little clutched and encoded in H.264 as 

highlighted from VIRAT Dataset. Each scene 

contains many video clips, and each clip has zero 

or many instances. The file name format is 

unique which makes it easier for the 

identification of videos that are from the same 

scene using the last four digits that indicate 

collection group ID and scene ID. 

4.1 Annotation Standard 
There is a total of twelve different types of events 

which are either fully annotated or partially 

annotated. The event is represented as the set of 

activities objects are involved within a time 

interval, e.g. “PERSON loading an OBJECT into 

a VEHICLE” and “PERSON unloading an 

OBJECT from a VEHICLE”. Objects are 

annotated as long as they are within the vicinity 

of the camera and stop recording a few seconds 

after the object is out of the vicinity of the 

camera, all this and much more are considered in 

terms of analysis and evaluation purposes. 

MATLAB software is used for this evaluation. 

VIRAT dataset includes two sets of annotation 

files that describe (a) the objects and (b) the 

events depicted in the videos. Samples of the 

event annotation files and the object annotation 

files are shown in Table 4-1 and Table 4-2 these 

annotation files were generated manually and 

represent the ground truth used for evaluation. 

The training includes 66 videos representing 

three scenes. 

The events included in VIRAT training dataset 

are:  

 unknown=0,  

 loading=1, 

 unloading=2, 

 opening_trunk=3, 

 closing_trunk=4, 

 getting_into_vehicle=5, 

 getting_out_of_vehicle = 6.  

 

Table 4-1 Sample of VIRAT’s object annotation 

file 
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Object Type: type of object (Unknown=0, 

person=1, car=2, other vehicle=3, other object=4, 

bike=5) 

4.2 Combining the two files 
A Matlab script has been developed to generate a 

file that combines information from VIRAT 

object annotation files with corresponding 

information from VIRAT events annotation files 

for each video file. Table 4-3 shows the 

combination of the events and objects annotation 

file obtained from the sample VIRAT dataset. 
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Table 4-2 Sample of VIRAT training dataset 
object annotation file 
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4.3 Performance Evaluation 
Scene-independent and scene-adapted learning 

recognitions are the two evaluation modes that 

are used for testing datasets. Scene-independent 

has a trained event detector on the scene which is 

not included in the test, while scene-adapted 

recognition applied to the clips that may be used 

for training processes, but the test clips are not 

used during the process. 

This evaluation is based on the documents from 

VIRAT dataset release 2.0 [27] [28]. This 

document from the VIRAT dataset website has 

the following contents that are described below 

 

4.4 EXPERIMENTAL SET-UP 
Table 4-3 Sample of the combined generated 
data  
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proposed algorithm can identify a new event as 
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4.5 Data Preparation 
The data preparation starts by moving one event 

or two events to the end of the file and the 

purpose of that to hide those events during the 

training phase and present it in the testing phase 

to find out how the system has learnt and 

understood from previous events. 

The results of the CLA anomaly detection 

algorithm is represented by an anomaly score for 

each field. This score varies between Zero and 

One. Where values close to Zero represent 

movements closer to normal ones and values 

closer to one represent movements that are 

abnormal.  

First, the evaluation starts from the first test field 

until a first record that represents an event, which 

has been hidden in training, appears. The 

accuracy is calculated by comparing the resulted 

anomaly score with a threshold. If the anomaly 

score is less than the threshold the movement is 

considered normal. 

The second step starts when the first record of a 

hidden event appears. In this case if the resulted 

anomaly score is greater than the threshold, the 

result is considered correct. This process has been 

repeated for threshold values between 0.1 and 0.9 

with a step of 0.1 to find the maximum accuracy 

and hence to identify the optimum threshold. 

The mathematical equation below defines the 

calculated accuracy. 

         
                                 

                                  
 

5. DATASETS ANALYSIS RESULT (CLA 

ANOMALY ALGORITHM) 

Figure 1 highlights the various accuracy trends of 

the proposed algorithm. The figure shows the 

change of those anomalies are with different 

threshold scores. 

 

 

 

 

 

Figure 1: Optimum Threshold Calculation for Hidden 

Events from 0 to 6 

 

predicted events where the blue bars refers to the 

ground truth or the VIRAT dataset, and the 

orange bars to the predicted ones. 

The second machine learning is Decision Tree 

Learning [25], which is one of the predictive 

modelling approaches used in statistics, data 

mining and machine learning. Tree models where 

the target variable can take a discrete set of 

values are called classification trees. In these tree 

structures, leaves represent class labels and 

branches represent conjunctions of features that 

lead to those class labels.  

6. Conclusion 
Artificial Intelligence (AI) and Neural Networks 

(NN) have been widely used to solve the 

movement classification problem. However, they 

still have various limitations for instance, their 

limited scope of operations. In the attempt of 

mimicking the function of a human brain, 

learning models inspired from the neocortex has 

been proposed which provide better understating 

of how our brains function. Recently, new bio-

inspired learning techniques have been proposed 

and their results have shown evidence of superior 

performance over traditional techniques. The 

CLA processes streams of information, classify 

them, learning to spot the differences, and using 

time-based patterns in order to predict. In 

humans, these capabilities are mainly performed 
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by the neocortex. Hierarchical Temporal Memory 

(HTM) is a technology modelled on how the 

neocortex performs these functions. HTM 

provides the promise of building machines that 

approach or exceed the human level performance 

for many cognitive tasks.  

 The proposed Bio-Inspired movement 

classification technique is based on HTM and is 

biologically used to solve many problems looking 

at the set of requirement that bio-inspired 

movement classification technique uses.  

The conclusions, from this study, which is drawn 

are stated below: - 

1. The neocortex inspired learning 

techniques was suitable for correctly 

learning and predicting a sequence of 

movement and can then be presented 

with a slightly erroneous copy of the 

sequence, which will cover quickly 

after any unexpected or suspicious 

movement patterns. 

2. As it is also going to predict the rest of 

the sequence, this would be a desirable 

property since real world data is likely 

to be noisy and dynamic in nature. 

This study has given indications that 

neocotex inspired learning techniques are 

applicable for activities in movement 

classification aspect of the analysis of video 

forensic evidence. 
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