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Abstract: Content-based image retrieval is a technique which uses visual contents to search images from large scale image databases 
according to users' interests. Given a query face image, content-based face image retrieval tries to find similar face images from a large 
image database. Initially face of the image is detected from the query image. After the removal of noise present in the image, it is 
separated as patches. For each patch, the Local binary pattern (LBP) is extracted which improves the detection performance. LBP is a 
type of feature used for classification in computer vision. The LBP operator assigns a label to every pixel of a gray level image. The 
label mapping to a pixel is affected by the relationship between this pixel and its eight neighbors. Support Vector Machine (SVM) is 
used then which will produce a model (based on the training data) that predicts the target values of the test data given only the test data 
attributes. When the feature values are provided to the SVM classifier, it will train about the feature. Finally it will classify about the 
result. SVM maps input vectors to a higher dimensional vector space where an optimal hyper plane is constructed. Among the 
available hyper planes, there is one hyper plane alone that maximizes the distance between itself and the nearest data vectors of each 
category. The Euclidean distance between the query image and database image is calculated and the index of the Euclidean distance is 
sorted.The indexing scheme used for this purpose   provides an efficient way to search the image. Then the corresponding image from 
the database is retrieved based upon the index. This SVM classifier mainly improves the detection performance and the rate of 
accuracy.  
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1. INTRODUCTION 
In typical content-based image retrieval systems, the visual 
contents in the images from the database are extracted and 
described by multi-dimensional feature values. The feature 
vectors in the images from the database form a feature 
database. Users provide the retrieval system with example 
images or sketched figures to retrieve images. The similarities 
/distances between the feature vectors of the query example or 
sketch and those of the images in the database are then 
calculated and retrieval is performed with the aid of an 
indexing scheme.  
Recent retrieval systems have incorporated users' relevance 
feedback to modify the retrieval process in order to generate 
perceptually and semantically more meaningful retrieval 
results. Image content may include both visual and semantic 
features. Visual features are both general or domain specific. 
General visual content include color, texture, shape, etc. 
Domain specific visual features like the human faces, is 
dependent on application and may involve domain 
knowledge.  
Semantic content is obtained either by textual annotation or 
by complex inference procedures based on visual content. It 
concentrates on general visual contents descriptions and 
domain specific and semantic features. A good visual feature 
descriptor should be invariant to the accidental variance 
introduced by the imaging process (e.g., the variation of the 
illumining of the scene). However, there is a tradeoff between 
the invariance and the discriminative power of visual features, 
since a wide range of invariance loses the ability to 
discriminate between essential differences. 
Invariant description has been largely investigated in 
computer vision (like object recognition), but it is new in 
image retrieval. A visual feature descriptor can be local or 
global descriptor. A global descriptor uses the visual features 

from the whole image but a local descriptor uses the visual 
features of regions or objects to describe the image content.  
Human attributes such as gender, race, hair style  are high-
level semantic descriptions about a person. The recent work 
shows automatic attribute detection has adequate quality 
(more than 80% accuracy) on many different human 
attributes. Using the described human attributes, many 
researchers has been achieved promising results in different 
applications such as  verification of face, identification of 
face, keyword-based face image retrieval, and similar attribute 
search. These results indicate the power of the human 
attributes on face images.  
Although human attributes have been shown useful on 
applications related to face images, it is non-trivial to apply it 
in content-based face image retrieval task due to several 
reasons. First, human attributes only contain limited 
dimensions. When there are too many people in the dataset, it 
loses discriminability because certain people might have 
similar attributes. Second, human attributes are represented as 
a vector of floating points. It does not work well with 
developing large-scale indexing methods, and therefore it 
suffers from slow response and scalability issue when the data 
size is huge. 

 

2. LITERARY SURVEY  
2.1 Active Shape Models (ASM) 
Active shape models (ASMs) are statistical models of the 
shape of objects which iteratively deform to fit to an example 
of the object in a new image. ASM relies upon each object or 
image structure being represented by a set of points.  The 
points represents the boundary of the image and internal 
features, etc,. The sets of points are aligned automatically to 
minimize the variance in distance between equivalent points. 
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Points are placed in the same way on each of a training set of 
examples belonging to the object. By the examining of 
statistics of the positions of the labeled points a model is 
derived called “Point Distribution Model (PDM)”. The model 
gives the average positions of the set of points, and it has a 
various number of parameters which control the main modes 
of variation found in the training set. The ASM algorithm 
aims to match the model to a new image. 
The ASM performs by alternating the following methods: 

 Generate a suggested shape by looking in the image 
around each point for a better position for that point. 
This is usually done using a model called a "profile 
model", which looks for strong edges to match a 
model template for the point. 

 Conform the suggested shape to the point 
distribution model, commonly called a "shape 
model".  

One of the main drawbacks of the approach is the amount of 
labeled training examples required to build a good model 
which are very time consuming to generate. They are also not 
appropriate for objects with widely varying shapes. 

 
2.2 Principal Component Analysis (PCA)    
Principal component analysis (PCA) is a statistical procedure 
that uses orthogonal transformation to convert a set of 
observations of possibly correlated variables into a set of 
values of linearly uncorrelated variables. Those variables are 
called the principal components. The number of principal 
variables is less than or equal to the number of original 
components. The transformation of the variables is defined in 
such a way that the first principal component has the largest 
possible variability, and each succeeding variable in turn has 
the highest variance possible under the constraint that it be 
orthogonal to (i.e., uncorrelated with) the preceding 
components.  

The objectives of principal component analysis are to discover 
or to reduce the dimensionality of the database, to identify 
meaningful underlying variables. PCA is sensitive to the 
relative scaling of the original variables. PCA defines a new 
orthogonal coordinate system that optimally describes 
variance in a single dataset. The limitations include the results 
of PCA depend on the scaling of the variables and the 
applicability of PCA is limited by certain assumptions made 
in its derivation. 
2.3 Linear Discriminant Analysis (LDA)        
Linear Discriminant Analysis (LDA) is a classification 
method that is mathematically robust and often produces 
models whose accuracy is as good as more complex methods. 
LDA is used in pattern recognition and machine learning to 
find a linear combination of features which characterizes or 
separates two or more classes of attributes or events. The 
resulting combination is the linear classifier for 
dimensionality reduction before classification. 
LDA is closely related to regression analysis, which attempts 
to express one dependent variable as a linear combination of 
other features or measurements and also to principal 
component analysis (PCA) and factor analysis in that they 
both look for linear combinations of variables which best 
define the data. LDA explicitly tries to model the difference 
between the classes of data. PCA does not take into account 
any difference in class. Discriminant analysis is also different 
from factor analysis in that it is not an interdependence 
technique, a distinction between independent variables and 
dependent variables must be made. LDA works when the 

measurements made on independent variables for each 
observation are continuous quantities.  
In face recognition, each face is represented by a large number 
of feature values. Linear discriminant analysis is commonly 
used to reduce the number of features to a more manageable 
number before the object classification. Every new dimension 
is a linear combination of pixel values, which form a template. 
The advantages of LDA include multiple dependent variables 
and reduced error rates. 
Drawbacks of LDA 

 Linear discriminant analysis is extremely sensitive 
to outliers. 

 The dependent variables are not correlated to the 
linear combination of other variables is not perfect. 

 The relation between the variables are assumed to 
be linear in all groups. 

 
2.4 Locality-constrained Linear Coding 
(LLC) 
LLC is a simple but effective coding scheme which utilizes 
the locality constraints to project each descriptor into its local-
coordinate coding system, and the coordinates which are 
projected will be integrated by max pooling to generate the 
final representation.  LLC is easy to compute and gives 
superior image classification performance than any other 
approaches. It is a fast approximated method that proposes by 
first performing a K-nearest-neighbor search and then solving 
a constrained least square fitting problem, bearing 
computational difficulty. So even with very large codebooks, 
the system processes multiple frames per second.  
LLC incorporates locality constraint instead of the scarcity 
constraint which leads to several favorable properties like 
better reconstruction, local smooth sparsity, analytical 
solution. Jinjun Wang and Jianchao Yang presented a 
promising image representation method called Locality-
constrained Linear Coding (LLC).  
LLC applies locality constraint to select similar basis of local 
image descriptors of a codebook, and learns a combination 
weight of these basis to reconstruct each descriptor. LLC 
coding criteria is used for codebook training, to improve the 
performance. 
 

2.5 Bag-of-Words (BoW) 
Automatic image annotation is the process of employing 
computer programs to automatically assign an unlabeled 
image a set of keywords or tags, each of which represents 
certain semantic object/concept. Bag of visual words is a 
sparse vector of occurrence counts of a vocabulary of local 
image features. To represent an image using BoW model, an 
image can be treated as a document. It usually requires three 
steps: feature, description of feature and the generation of 
codebook. After detecting the feature, every image is 
extracted by many image patches. Feature representation 
technique concentrates with how to represent the patches as 
numerical values. These values are called feature descriptors. 
A descriptor should be able to handle intensity variation, 
rotation changes and variation of affine to some level. One of 
the most famous descriptors is Scale-invariant feature 
transform (SIFT). SIFT converts each patch to some 
dimensional vector. After completing this step, each image 
will be a collection of vectors of the same dimension. The 
final step for the BoW model is to convert vector represented 
patches to "codewords", which also produces a "codebook". 
Each patch in an image is mapped to a certain codeword 
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through the clustering process and the image can be 
represented by the histogram of the codewords. 
The disadvantages of BoW include that it ignores the spatial 
relationships among the patches, which is very important in 
image representation and the BoW model for object 
segmentation and localization is not well understood. 
Lei Wu and Steven C. H. Hoi proposed a Semantics-
Preserving Bag-of-Words (SPBoW) model, for the 
measurement of the semantic gap, it takes the distance 
between the semantically identical features and tries to train a 
codebook by reducing the semantic gap. They formulate the 
codebook generation task as a distance metric learning 
problem, which can be formalized as semidefinite 
programming (SDP). This approach overcomes the limitation 
of semantics lost in BoW models by bridging the semantic 
gap via distance metric learning method. An efficient 
algorithm is implemented to solve the codebook learning task 
and the optimization problem. The SPBoW can automatically 
decide the size of the codebook for each category. There are 
two important issues for SPC “Semantics-Preserving 
Codebook”, such as assignment of codebook size, and 
generation of visual word. 
 
2.6 Local Binary Pattern (LBP) 
Local Binary Patterns is one of the best local feature describer 
operator which is nonparametric and computationally simple 
that is used to describe the local spatial structure of an image. 
LBP is a simple yet very efficient texture operator which 
labels the pixels of an image by thresholding the 
neighborhood of each pixel and considers the result as a 
binary number.  
The most important property of the LBP operator in real-
world applications is its robustness to monotonic gray-scale 
changes occurred such as variation of illumination. One more 
important property is its simplicity regarding computational 
that makes the analysis of images in challenging real-time 
settings.  
The LBP pattern encodes the textures of the facial regions 
while the whole shape of the face is recovered by the 
construction of the face feature histogram. This histogram 
effectively has a description of the face on three different 
levels of locality: the LBP labels for the histogram contain 
information about the patterns on the pixel-basis, the labels 
are concatenated over a small region to produce information 
on a regional level and the regional histograms are 
concatenated to build a global description of the face.  
The idea behind using the LBP features is that the face images 
can be seen as composition of micro-patterns which are 
invariant with respect to monotonic transformations into grey 
scale image. Grouping these patterns, a description of the face 
image is obtained. 
Timo Ahonen and Matti Pietik¨ainen proposed a novel 
approach to face recognition for the purpose of representing 
the facial images which considers both shape and texture 
information. In this approach initially the face area is divided 
into very small patches. From these patches, Local Binary 
Pattern (LBP) histograms are extracted and concatenated into 
a single, improved feature histogram which uniquely 
represents the face image. The recognition will be performed 
using an attribute classifier called nearest neighbor classifier 
in the computed feature space. It increases the robustness of 
the systems against different factors.  
Due to its discriminative power and simplicity regarding 
simplicity, LBP operator is widely used approach in various 
applications. LBP recognizes the facial expression and also 
used in many other applications of biometrics like localization 

of eye and recognition of iris and fingerprint, palmprint 
recognition, and facial age classification. 
 
2.7 Support Vector Machines (SVMs) 
Support Vector Machines (SVMs) are supervised learning 
models with associated learning algorithms that analyse data 
and pattern recognization. SVM is primarily used for the 
analysis of classification and regression. The SVM considers 
an input data to predict that which of two classes forms the 
output. SVM is a binary classifier. Given a training data, 
marked as belonging to one of two classes, an SVM algorithm 
builds a template which assigns the example data into to the 
belonging class. SVM model is a representation of the 
example data, mapped so that the examples of the separate 
classes are segmented by a gap that is as big as possible. The 
example data are then mapped into that same data and then 
predicted to belong to a class based on gap formed. SVM can 
perform linear classification as well as non-linear 
classification by implicitly mapping their inputs into high-
dimensional feature spaces. There are three possible 
extensions to SVM which are listed below: 

 Multiclass SVM 

 Transductive SVM and 

 Structured SVM 

 

3. CONCLUSION 
In this survey overviewed various image classifiers needed for 
the purpose of efficient face image retrieval. Among all of 
them the Support Vector Machine (SVM) is the better 
classifier. SVMs are helpful in text and hypertext 
categorization as they can significantly reduce the need for 
labelled training instances in both the standard inductive and 
transductive settings. SVMs are also useful in medical science 
to classify proteins with up to 90% of the compounds 
classified correctly. Hand-written characters can be 
recognized using SVM. Thus the content based face image 
retrieval system retrieves similar images from the large image 
database when a query image is provided. The retrieval is 
followed by initially detecting the face from the image and 
performing some of the preprocessing steps to remove certain 
noise which will be present in the image. The extracted LBP 
feature assigns labels to every pixel of the gray converted 
image. Then SVM classifier classifies and predicts about the 
image. This will calculate the Euclidean distance of the both 
the query and the dataset image. This system greatly reduces 
the quantization error and can achieve salient gains in face 
retrieval from the database. And also avoids misclassification 
of the images with the help of the SVM classifier. 
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