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Abstract: Data mining refers to extracting knowledge from large amount of data. Real life data mining approaches are 
interesting because they often present a different set of problems for diabetic patient’s data. The research area to solve 
various problems and classification is one of main problem in the field. The research describes algorithmic discussion of J48, 
J48 Graft, Random tree, REP, LAD. Here used to compare the performance of computing time, correctly classified 
instances, kappa statistics, MAE, RMSE, RAE, RRSE and to find the error rate  measurement for different classifiers in 
weka .In this paper the data classification is diabetic patients data set is developed by collecting data from hospital repository 
consists of 1865 instances with different attributes. The instances in the dataset are two categories of blood tests, urine tests. 
Weka tool is used to classify the data is evaluated using 10 fold cross validation and the results are compared. When the 
performance of algorithms, we found J48 is better algorithm in most of the cases. 
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1. INTRODUCTION 
 
The main focus of this paper is the classification of 
different types of datasets that can be performed to 
determine if a person is diabetic. The solution for this 
problem will also include the cost of the different types 
of datasets. For this reason, the goal of this paper is 
classifier in order to correctly classify the datasets, so 
that a doctor can safely and cost effectively select the 
best datasets for the diagnosis of  the disease. The major 
motivation for this work is that diabetes affects a large 
number of the world population and it’s a hard disease to 
diagnose. A diagnosis is a continuous process in which a 
doctor gathers information from a patient and other 
sources, like family and friends, and from physical 
datasets of the patient. The process of making a diagnosis 
begins with the identification of the patient’s symptoms. 
The symptoms will be the basis of the hypothesis from 
which the doctor will start analyzing the patient. This is 
our main concern, to optimize the task of correctly 
selecting the set of medical tests that a patient must 
perform to have the best, the less expensive and time 
consuming diagnosis possible. A solution like this one, 
will not only assist doctors in making decisions, and 
make all this process more agile, it will also reduce 
health care costs and waiting times for the patients. This 
paper will focus on the analysis of data from a data set 
called Diabetes data set. 
 
2. RELATED WORK 
The few medical data mining applications as compared 
to other domains. [4] Reported their experience in trying 
to automatically acquire medical knowledge from 
clinical databases. They did some experiments on three  
 
 
 
 

 
 
medical databases and the rules induced are used to 
compare against a set of predefined clinical rules. Past 
research in dealing with this problem can be described  
with the following approaches: (a) Discover all rules first 
and then allow the user to query and retrieve those he/she 
is interested in. The representative approach is that of 
templates [3]. This approach lets the user to specify what 
rules he/she is interested as templates. The system then 
uses the templates to retrieve the rules that match the 
templates from the set of discovered rules. (b) Use 
constraints to constrain the mining process to generate 
only relevant rules. [12] Proposes an algorithm that can 
take item constraints specified by the user in the 
association rule mining processor that only those rules 
that satisfy the user specified item constraints are 
generated.  
The study helps in predicting the state of diabetes i.e., 
whether it is in an initial stage or in an advanced stage 
based on the characteristic results and also helps in 
estimating the maximum number of women suffering 
from diabetes with specific characteristics. Thus patients 
can be given effective treatment by effectively 
diagnosing the characteristics. 

Our research work based on the concept from 
Data Mining is the knowledge of finding out of data and 
producing it in a form that is easily understandable and 
comprehensible to humans in general. These further 
extended in this to make an easier use of the data’s 
available with us in the field of Medicine.   

The main use of this technique is the have a 
robust working model of this technology. The process of 
designing a model helps to identify the different blood 
groups with available Hospital Classification techniques 
for analysis of Blood group data sets. The ability to 
identify regular diabetic patients will enable to plan 
systematically for organizing in an effective manner. 
Development of data mining technologies to predict 
treatment errors in populations of patients represents a 
major advance in patient safety research.  
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3. MATERIALS AND METHODS 
 
The WEKA (Waikato Environment for 

Knowledge Analysis) software was developed in the 
University of New Zealand. A number of data mining 
methods are implemented in the WEKA software. Some 
of them are based on decision trees like the J48 decision 
tree, some are rule-based like ZeroR and decision tables, 
and some of them are based on probability and 
regression, like the Naïve Bye’s algorithm. The data that 
is used for WEKA should be made into the ARFF 
(Attribute Relation file format) format and the file should 
have the extension dot ARFF (.arff). WEKA is a 
collection of machine learning algorithms for solving 
real world data mining problems. It is written in Java; 
WEKA runs on almost any platform and is available on 

the web at www.cs.waikato.ac.nz/ml/weka. 
 

3.1. DATA PREPROCESSING  
     An important step in the 
data mining process is data preprocessing. One of the 
challenges that face the knowledge discovery process in 
medical database is poor data quality. For this reason we 
try to prepare our data carefully to obtain accurate and 
correct results. First we choose the most related attributes 
to our mining task.   
 
3.2. DATA MINING STAGES 
  The data mining stage was divided into three 
phases. At each phase all the algorithms were used to 
analyze the health datasets. The testing method adopted 
for this research was parentage split that train on a 
percentage of the dataset, cross validate on it and test on 
the remaining percentage. Sixty six percent (66%) of the 
health dataset which were randomly selected was used to 
train the dataset using all the classifiers. The validation 
was carried out using ten folds of the training sets. The 
models were now applied to unseen or new dataset which 
was made up of thirty four percent (34%) of randomly 
selected records of the datasets. Thereafter interesting 
patterns representing knowledge were identified.  
 
3.3 PATTERN EVALUATION  
            This is the stage where strictly interesting 
patterns representing knowledge are identified based on 
given metrics.  
 
3.4 EVALUATION MATRICS    
In selecting the appropriate algorithms and parameters 
that best model the diabetes forecasting variable, the 
following performance metrics were used:  

 3.4.1. Time: This is referred to as the time required to 
complete training or modeling of a dataset. It is 
represented in seconds    
 
3.4.2. Kappa Statistic: A measure of the degree of 
nonrandom agreement between observers or 
measurements of the same categorical variable.  
 
3.4.3. Mean Absolute Error: Mean absolute error is the 
average of the difference between predicted and the 
actual value in all test cases; it is the average prediction 
error.  
  
3.4.4. Mean Squared Error: Mean-squared error is one 
of the most commonly used measures of success for 
numeric prediction. This value is computed by taking the 
average of the squared differences between each 
computed value and its corresponding correct value. The 
mean-squared error is simply the square root of the 
mean-squared-error. The mean-squared error gives the 
error value the same dimensionality as the actual and 
predicted values. 
  
3.4.5. Root relative squared error: Relative squared 
error is the total squared error made relative to what the 
error would have been if the prediction had been the 
average of the absolute value. As with the root mean-
squared error, the square root of the relative squared 
error is taken to give it the same dimensions as the 
predicted value.  
 
3.4.6. Relative Absolute Error: Relative Absolute Error 
is the total absolute error made relative to what the error 
would have been if the prediction simply had been the 
average of the actual values.  
 
4. METHODOLOGY 
 
4.1. CLASSIFICATION 
 
Classification is a data mining (machine learning) 
technique used to predict group membership for data 
instances. For example, you may wish to use 
classification to predict whether the weather on a 
particular day will be “sunny”, “rainy” or “cloudy”. 
Popular classification techniques include decision trees 
and neural networks. 
 
4.2. J48 Pruned Tree 
J48 is a module for generating a pruned or unpruned 
C4.5 decision tree. When we applied J48 onto refreshed 
data, we got the results shown as below on Figure . 
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Fig- 1:  J48 Tree 
 
4.3. J48 graft 
Perhaps C4.5 algorithm which was developed by Quinlan 
[13] is the most popular tree classifier till today. Weka 
classifier package has its own version of C4.5 known as 
J48 or J48graft  

 
Fig-2: J48 Graft 
 
 
4.4. LAD tree 
 LADTree is a class for generating a multiclass 
alternating decision tree using logistics strategy. 
LADTree produces a multi- class LADTree. It has the 
capability to have more than two class inputs. It performs 
additive logistic regression using the Logistics Strategy.  
 

 
Fig-3: LAD Tree 
 
 
4.5. REP Tree 
Fast decision tree learner. Builds a decision/regression 
tree using information gain/variance and prunes it using 
reduced-error pruning (with back fitting). Only sorts 
values for numeric attributes once. Missing values are 
dealt with by splitting the corresponding instances into 
pieces (i.e. as in C4.5). 
 

 
   
 

 
5. RESULT AND DISCUSSION  
 
 J48 algorithm was selected for the prediction because 
out of the five classifiers used to train the data, it had the 
best performance measures.  
 
=== Run information === 
 
Scheme:       weka.classifiers.trees.J48 -C 0.25 -M 2 
Relation:     py1 
Instances:    2804 
Attributes:   11 
              NAME 
              GENDER 
              AGE 
              HEIGHT 
              BLOOD GROUP 
              BLOOD SUGAR(F) 
              BLOOD SUGAR (PP) 
              BLOOD SUGAR (R) 
              URINE SUGAR(F) 
              URINE SUGAR(PP) 
              URINE SUGAR (R) 
Test mode:    evaluate on training data 
 
=== Classifier model (full training set) === 
 
J48 pruned tree 
------------------ 
J48 pruned tree 
------------------ 
AGE <= 46 
|   AGE <= 35 
|   |   GENDER = Male 
|   |   |   AGE <= 26: B positive (2.0/1.0) 
|   |   |   AGE > 26: A positive (3.0/1.0) 
|   |   GENDER = Female 
|   |   |   AGE <= 34: O negative (2.0) 
|   |   |   AGE > 34: A positive (2.0/1.0) 
|   AGE > 35: B positive (7.0/4.0) 
AGE > 46 
|   GENDER = Male 
|   |   AGE <= 60: O positive (5.0/3.0) 
|   |   AGE > 60: AB positive (4.0/2.0) 
|   GENDER = Female 
|   |   AGE <= 63 
|   |   |   AGE <= 55: AB positive (2.0/1.0) 
|   |   |   AGE > 55: A1B positive (4.0/2.0) 
|   |   AGE > 63: A negative (2.0/1.0) 
Number of Leaves  :  10 
Size of the tree :  19 
 
Time taken to build model: 0.29 seconds 
 
=== Stratified cross-validation === 
=== Summary === 
 
Correctly Classified Instances       1865              
70.5905% 
Incorrectly Classified Instances      777               
29.4095% 
 
Kappa statistic                          0.6703 
Mean absolute error                      0.0489 
Root mean squared error                  0.1564 
Relative absolute error                35.5333 % 
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Root relative squared error             59.6144% 
Total Number of Instances             2642      
Ignored Class Unknown Instances                162      
 
 
 

 
Fig -6: VISUALISE THE TREE 

 

 
 

Table-1: DIFFERENT PERFORMANCE 
METRICES RUNNING IN WEKA 

 
In this study, we examine the performance of different 
classification methods that could generate accuracy and 
some error to diagnosis the data set. According to above 
Table 1 , we can clearly see the highest accuracy is 
70.5% belongs to J48 and lowest accuracy is 0.13% that 
belongs to REP. The total time required to build the 
model is also a crucial parameter in comparing the 
classification algorithm. 

 

 
 

Table- 2: ERRORS MEASUREMENT FOR 
DIFFERENT CLASSIFIERS IN WEKA 

 
Based on above table, we can compare errors among 
different classifiers in WEKA. We clearly find out that 
J48 is the best, second best is the j48 graft ,LAD, REP & 
random. An algorithm which has a lower error rate will 
be preferred as it has more powerful classification 
capability and ability in terms of medical and bio 
informatics fields. 
 
6. CONCLUSION AND FUTURE 
WORK 

 The objective of this study is to evaluate and 
investigate FIVE selected classification algorithms based 
on WEKA. The best algorithm in WEKA is J48 classifier 
with an accuracy of 70.59% that takes 0.29 seconds for 
training. They are used in various healthcare units all 
over the world. In future to improve the performance of 
these classification.   

 
I had been use the data mining classifiers to generate 
decision tree format. In this paper WEKA software for 
my experiment.  Identify the diabetic patient’s behavior 
using the classification algorithms of data mining. The 
analysis had been carried out using a standard blood 
group data set and using the J48 decision tree algorithm 
implemented in WEKA. The research work is used to 
classify the diabetic patient’s based on the gender, age, 
height & weight, blood group, blood sugar(F), blood 
sugar(PP), urine sugar(F), urine sugar(PP). The J48 
derived model along with the extended definition for 
identifying regular patients provided a good 
classification accuracy based model. 
 

     The distribution of blood groups in both 
positive and negative are shown in Table-1. Overall 
blood group A was the commonest (24.03 %), followed 
by B (18.77%), AB (19.11%), O (23.65) and A1B 
(17.14%).  
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Table-3: Spectrum of Blood groups +ve 
and -ve in major population. (n-2642) 

 
In the present  blood group-A was the predominant 
(24.03%) while A1B was the least common (17.14%). 
Blood group "A" was the most predominant (24.03%) in 
both  positive and negative subjects, followed by blood 
group A, B,O,A1B and AB.  
 
The future work will be focused on using the other 
classification algorithms of data mining. It is a known 
fact that the performance of an algorithm is dependent on 
the domain and the type of the data set. Hence, the usage 
of other classification algorithms like machine learning 
will be explored in future. 
  
The future work can be applied to blood groups to 
identify the relationship that exits between diabetic, 
diagnosing cancer patients based on blood cells or 
predicting the cancer types on the blood groups, blood 
pressure, personality traits and medical diseases. 
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