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Abstract: Authentication is the first line of defence against compromising confidentiality and integrity. Password protection is a security process that protects information from unauthorized user. An important usability goal for knowledge-based authentication systems is to support users in selecting passwords of very high security, in the sense of being from an expanded effective security space. We use persuasion to influence user choice in click-based graphical passwords, encouraging users to select more random, and hence more difficult to guess, click-point. This paper presents an integrated evaluation of the persuasive cued click-points graphical password scheme, including usability and security evaluations, and implementation considerations. It reflects a proposed system which uses graphical password using knowledge based authentication mechanism. Users select their images for any click points and for one click point display the next image having a specific relational order. The use of inclusive exclusive principal can be applied to find the minimum or maximum number of images required to form the image sequence reducing shoulder surfing problem.
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1. INTRODUCTION

Beginning around 1999, a multitude of graphical password schemes have been proposed, motivated by the promise of improved password memorability and thus usability, while at the same time improving strength against guessing attacks. Like text passwords, graphical passwords are knowledge-based authentication mechanisms where enter a shared secret as evidence of their identity. Graphical passwords are of three types:

- Click based graphical password scheme
- Choice based graphical password scheme
- Draw based graphical password scheme

According to person psychology, humans are able to memorize pictures simply. Users are creating unforgettable passwords like text and symbols passwords that are easy for crack hackers to guess, but strong system-assigned passwords are difficult for users to remember. Computer security systems should also consider the human factors such as ease of a use and accessibility. Present secure systems undergo because they typically ignore the importance of human factors in security. Graphical passwords are intended to capitalize on this human characteristic in hopes that by reducing the memory load on users, coupled with a larger full password space offered by image. Thumb impression, digital signatures, mobile passwords, more secure passwords can be produced and users will not resort to insecure practices in order to extend.

The problems of knowledge-based authentication, typically text-based passwords, are well known. Users often create memorable passwords that are easy for attackers to guess, but strong system-assigned passwords are difficult for users to remember. A password authentication system should encourage strong passwords while maintaining memorability. Rather than increasing the burden on users, it is easier to follow the system’s suggestions for a secure password a feature lacking in most schemes.

The approach to create the first persuasive click-based graphical password system, Persuasive cued click-points (PCCP) and conducted user studies evaluating usability and security. This systematic examination provides a comprehensive and integrated evaluation of PCCP, covering both usability and security issues, to advance understanding as in prudent before practical deployment of new security mechanisms. The images act as memory cues to aid recall. Example systems include Pass points and Cued Click-Points.

In Passpoints, passwords consist of a sequence of five-click points on a given image. Users may select any pixels in the image as click-points for their password. To log in, they repeat the sequence of clicks in the correct order, within a system-defined tolerance square of the original click points. Although Paasspoints is relatively usable security weaknesses make passwords easier for attackers to predict. Hotspots are the areas of the image that have higher likelihood of being selected by users as password click points. Attackers who gain knowledge of these hotspots through harvesting sample passwords can build attack dictionaries and more successfully guess Passpoints passwords. Users also tend to select their click points in predictable patterns. By adding a persuasive feature to CCP, PCCP, encourages users to select less predictable passwords, and makes it more difficult to select passwords where all five click points are hotspots. Specifically, when users create a password, the images are slightly shaded except for a viewport. The viewport is positioned randomly, rather than specifically to avoid known hotspots, since such information might allow attackers to improve guesses and could lead to the formation of new hotspots.
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The viewports size is intended to offer a variety of distinct points but still cover only an acceptable small fraction of all possible points. Users must select a click-point within this highlighted viewport and cannot click outside of the viewport, unless they press the shuffle button to randomly reposition the viewport. While users shuffle as desired, this significantly slows password creation. The viewport and shuffle button appear only during password creation. During later password entry, the images are displayed normally, without shading or the viewport, and users may click anywhere on the images.

Password capture attacks occur when attackers directly obtain passwords by intercepting user entered data, or by tricking users into revealing their passwords. For systems like PCCP, CCP, and Passpoints, capturing one login instance allows fraudulent access by a simple replay attack. An alternative to increasing the number of images is to use larger images but crop them differently for each user. Hotspot analysis would be more difficult for attackers because the coordinates of hotspots could not be directly applied across accounts. If furthermore, each user receives a different pool of images, an attacker would need to collect these data on a peer-user basis when launching an attack.

To overcome all these existing defects we provide an authentication scheme in which the user choice of selecting the password scheme plays a vital role. This method also provides a more secure password scheme. The use of persuasive technology persuades the user choice of selecting the password. The graphical passwords use a click based authentication scheme. The persuasive cued click point’s method uses the concept of persuading the user to select the password. Here the prediction of password is difficult for the hackers as it is generated in a random manner.

2. PROPOSED SYSTEM

The user will provide an option of selecting the hotspots in an image. The successive selection of the exact hotspots will enable the user to move the next successful images. For login into the system, the user will provide an option of selecting the hotspot in the continuous 5 images. After reaching the successful login attempt the user will be allowed to access the application. Storing the images in a secure database through file stream data type is one of the options used to secure the images instead of storing the images in the server. Users will be provided an option of selecting the images to create the authentication page which is not included in the existing system. Possibility of monitoring the hotspots by the nearby user is possible. To avoid the same the password with matrix formation is one of the complex password schemes in the world. This option is been added in this paper.

Advantages:

Integrated evaluation of the password scheme in graphical manner.

Users will be provided an option of selecting the images to create the authentication page.

2.1 Persuasive Cued Click Points

For creating persuasive Cued Click points persuasive feature is added to CCP. PCCP encourages users to select less probable passwords. For password generation PCCP uses requisites like viewport & shuffle. When users making a secrete word, the images are a little monochromic except for a viewport for to avoid known hotspots the viewport is positioned casually. The most useful benefit of PCCP is hackers have to improve their presumptions. Users have to choose a clickable area within the highlighted view port and cannot click outside of the viewport unless they press the shuffle button to randomly reposition the viewport. At the time of password creation users may shuffle as often as desired but it slows the process of password generation. Only during the password generation, the viewport & shuffle buttons are displayed. After the secrete word generation process, graphical images are presented to users casually without the viewport & shuffle button. Then user has to choose exact clickable area on particular image. Now a day’s PCCP is a best technology but has security problems. Using this method HOTSPOT problem is reduced, but this method is difficult to remember the exact clickable area.

Figure 1. Persuasive Cued Click-Points. During password creation, users select a click-point from the highlighted viewport or press the shuffle button to relocate the viewport.

3. SYSTEM DESIGN

The system designed consist of three modules such as registration module, picture selection module and system login module (see Figure 2).
3.1 User Registration Flow Chart

Below flowchart (see figure 3) shows the user registration procedure, this procedure include both registration phase (user ID) and picture selection phase. The process flow starts from registering user id and tolerance value. Once user completes all the user details then precede to next stage, which is selecting click points on generated images, which ranges from 1-5. After done with all these above procedure, user profile vector will be created.

![User registration flow chart](image3.png)

Figure 3. User registration flow chart

3.2 Login Flow Chart

In this login procedure (see figure 4), first user enters the unique user ID as same as entered during registration. Then images are displayed normally, without shading or the viewport, and repeat the sequence of clicks in the correct order, within a system-defined tolerance square of the original click-points. After done with all these above procedure, user profile vector will be opened.

![Login phase flowchart](image4.png)

Figure 4. Login phase flowchart

4. MODULES

4.1 Authentication Scheme Module

In this module, the user will be permitted to provide their valid credentials to login in to the system. Before finalizing the validation of the user, they need to cross two level of boundaries. The first check will be the matrix validation. Once the user provides valid data, he will be allowed for the second check. In the second check users will be checked for the valid hotspot of the images. He will be permitted to view his profile page. If more than a stipulated time, the user has tried the login. In that case, the user will be blocked permanently and it can be overcome by the admin.

![Authentication Scheme Module](image5.png)

Figure 5. Authentication Scheme Module.

4.2 Matrix Verification Module

In this module, the user needs to enter the correct username. After entering, an 8*8 matrix is formed and it’s displayed to the user. The user needs to verify the color combinations in the matrix. Based on the intersection of the input value provided by the user during registration, the matrix will be manipulated and the user needs to provide the exact intersection points are valid; he will be authorized user, so that he will be allowed for the second level of validation.

![Matrix Verification Module](image6.png)

Figure 6. Matrix Verification Module.

4.3 Hotspot Verification Module

In this module, users will be provided with an image. If the user clicks the correct hotspots, then he will be the authorized user to access the application. If the user clicks the fake hotspots, then he will not be the authorized user to access the application.
5. GRAPHICAL PASSWORD METHOD USING KNOWLEDGE BASED AUTHENTICATION

Graphical password considers there are five images. There are five click points on one image. The next image displayed is based on the relation on the location of the previously entered click point creating a path through an image set. Users select their images for any click points and in return for once click point another click point and again it will display next image having relational order of second image click point and so on. In PCCP limitations all images could be reused at each stage in the password for every user. This strategy has the highest probability of collision where a user clicks on an incorrect click-point.

Using PCCP implementation, there is a possibility that images are reused for a given user. While this poses a potential usability concern, the likelihood of this happening is correspondingly low with enough images. In this technique reused images are not used for different users. If any image sequence is selected by a user then same image sequence is not available for any other user.

This means same image sequence is not used by two different users for the authentication. It is proposed to select different image sequences according to a specific relational order. Due to this when the user clicks on the image, the possibility of any collision is minimized. This probability can be reduced or nearly eliminated if the overlap of images is reduced between password stages by increasing the number of images in a users set. An alternative for increasing the no. of images is to use larger images. We can make a different set of images for each user, because hotspot analysis would be more difficult as suggested in PCCP.

6. EVALUATION OF PERFORMANCE AND RESULTS

6.1 Evaluation of Performance

In this evaluation of performance chapter we evaluated the usability of PCCP: with CCP through performance measures. The distributions contain all user-chosen click points for the given scheme for graphical passwords that were, at smallest amount, effectively re-entered at least once during login. In the Figure 9, this random distribution would appear as a curved diagonal line. In comparison, the PCCP graph shows that in the worst case, half of all click-points are confined within the most popular 0.00075 percent of hotspots within the distribution, while in the best case 0.00200. This indicates that CCP click-points have a flatter distribution and thus an attack dictionary based on hotspots should be less effective for CCP than for the other schemes. This analysis focused on individual click-points, not complete passwords. A key feature in PCCP and CCP is that creating a harder to guess password is the path of smallest resistance, likely making it more useful than schemes where secure behavior adds an extra problems on users. The approach has proven successful at reducing the formation of hotspots and patterns, thus growing the good space.

6.2 Results

Figure 9. Cumulative frequency distribution of hotspot coverage for CCP&PCCP

Table 1. Input parameters of CCP and PCCP for calculating coverage ratio
Authentication systems require initialization. A graphical password can either be assigned or user selected. In PCCP the middle ground between allowing user choice and system assigned passwords led to passwords nearly indistinguishable from random on the measures examined. Further works needed to evaluate the effect on long-term memorability.

**Login**

Login should be quick and simple since it is the most common task completed by users of an authentication system. Memorability issues are important when discussing login performance, as memorability is a main factor determining login success. Most graphical password studies to date required users to remember only one password at a time, whereas in real life users must remember many passwords and may get them confused. With authentication, interference occurs when remembering a password for one system impairs the users memory of a password for another system. This may be of particular concern with graphical passwords since exposure to similar images from multiple concurrent passwords or from password resets may aggravate the problem.

**Password reset and password change**

The tasks of resetting or changing passwords are not typically examined during usability testing of new graphical password schemes, but these are often required in practice when users forget passwords. The process may involve the user interacting only with the system, or may require contact with help desk personnel. System configuration and design of password reset and password change mechanisms can impact memorability, interference, and security of the system. For example, if the users are presented with the same, or similar, images as in previous graphical passwords, they may be more likely to confuse the memories of passwords or to reuse passwords. This suggests that reuse of password images should be avoided, and also argues against images being uploaded by users. Most authentication systems must allow password changes. The usability and security concerns are similar to password reset, except users can complete the task themselves without requiring a temporary password, entering their current graphical password as authentication.

**Portable login**

Unless restricted to specific environments users of graphical password systems may need to log in from different physical devices or locations. Usability issues to consider include whether the system is suitable for access from devises having different screen sizes or resolutions, and whether local bandwidth constraints impact performance. Moreover, portable login may require a modified login process or completion of additional tasks; these should also be considered and tested.

**Shoulder-surfing**

‘Shoulder-surfing is targeted attack exacerbated by the visual aspect of graphical passwords. As users enter login information, an attacker may gain knowledge about their credentials by direct observation or external recording devices such as video cameras. High resolution cameras with telephoto lenses and surveillance equipment make shoulder-surfing a real concern if attackers target specific users and have access to their geographic location. Several existing graphical schemes believed to be resistant or immune to shoulder-surfing have significant usability drawbacks, usually in the time and effort required to log in, making them less suitable for everyday authentication. Multi-touch tabletop interfaces support novel approaches offering shoulder-surfing resistant properties. For some graphical
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<table>
<thead>
<tr>
<th>Images</th>
<th>Height</th>
<th>Width</th>
<th>Click</th>
<th>View Port Height</th>
<th>View Port Width</th>
<th>PCCP Coverage Ratio</th>
<th>CCP Coverage Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>Image 1</td>
<td>177.0</td>
<td>284.0</td>
<td>100</td>
<td>100</td>
<td>0.0003</td>
<td>9575</td>
<td>0.0019</td>
</tr>
<tr>
<td>Image 2</td>
<td>168.0</td>
<td>300.0</td>
<td>100</td>
<td>100</td>
<td>0.0003</td>
<td>9368</td>
<td>0.0019</td>
</tr>
<tr>
<td>Image 3</td>
<td>210.0</td>
<td>278.0</td>
<td>100</td>
<td>100</td>
<td>0.0002</td>
<td>8341</td>
<td>0.0017</td>
</tr>
<tr>
<td>Image 4</td>
<td>168.0</td>
<td>300.0</td>
<td>100</td>
<td>100</td>
<td>0.0003</td>
<td>9368</td>
<td>0.0019</td>
</tr>
<tr>
<td>Image 5</td>
<td>387.0</td>
<td>620.0</td>
<td>100</td>
<td>100</td>
<td>0.0000</td>
<td>1737</td>
<td>0.0004</td>
</tr>
</tbody>
</table>

Equations used in coverage ratio calculation:

- Image click ratio (10 10) (height width)
- View port ratio (100 100) (height width)
- PCCP coverage ratio image click ratio view port ratio
- CCP coverage ratio image click ratio

In this Figure 9, the performance of the CCP and the performance of PCCP measure the coverage results in the number of input samples. The number of input samples are shown in the X axis and the coverage of the result are measured in Y axis. The CCP and PCCP measure the coverage result in the number of input samples; it shows that the proposed CCP coverage is most important result in the samples. CCP’s segments were the longest and within range of the random distributions. Given that no other spatial patterns are apparent for PCCP. This proposed work suspects that these shorter segments are an artifact of the viewport positioning algorithm, which vaguely favored more focal areas of the image.

Image click ratio is measured based on the width and height in the original image. The height and width was changed according to the image was used in the application. In this proposed work we, measured the image click ratio for each and every image used in the project work. If we taken 5 images the image ratio is measured to five images. The viewport is situated randomly, rather than explicitly to avoid known hotspots, since such statistics might allow hackers to improve guesses and could lead to the formation of new hotspots. The viewport size is anticipated to proposal a variety of distinct points but still cover only an acceptably small fraction of all possible points. View port ratio is calculated based on the rectangle boundary was selected in the image; their corresponding height and width are selected measure the view port.

**7. TASKS**

Ease of login is the most frequently examined task, but is only one of many. Ideally, usability should be explored along several dimensions. For usability, essential elements to measure and report include: time to create a password, and time to login: memorability (typically through success rates and number of errors made during login over an extended period): and interference, by testing with a normal password load (as opposed to with only one password at a time).

**Password Initialization**
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8. SECURITY

An authentication system must provide adequate security for its intended environments; otherwise it fails to meet its primary goal. A proposed system should at minimum be evaluated against common attacks to determine if it satisfies security requirements. We classify the types of attacks on knowledge-based authentication into two general categories: guessing and capture attacks. In successful guessing attacks, attackers are able to either exhaustively search through the entire theoretically password space, or predict higher probability passwords so as to obtain an acceptable success rate within a manageable number of guesses.

Password capture attacks involve directly obtaining the password, or part thereof, by capturing login credentials when entered by the user. Shoulder-surfing, phishing, and some kinds of malware are common forms of capture attacks. In shoulder-surfing, credentials are captured by direct observation of the login process or through some external recording device such as a video camera. Phishing is a type of social engineering where users are tricked into entering their credentials at a fraudulent website recording user input. Malware uses unauthorized software on client computers or servers to capture keyboard, mouse, or screen output, which is then parsed to and login credentials.

The security can be achieved by reducing the hotspots and the shoulder surfing problem.

Hotspots: One of the main goals of this work is to prevent hotspot problem. For achieving this, we divide the image into block in the form of square matrix. The matrix size up to 6*6 so that we can get more blocks. Once an image is dividing into more blocks there is a less chance for hotspot issue in the generated block.

<table>
<thead>
<tr>
<th>Probability of selected point to be a hotspot in percentage</th>
<th>In PCCP</th>
<th>In IPCCP</th>
</tr>
</thead>
<tbody>
<tr>
<td>13%</td>
<td>8%</td>
<td></td>
</tr>
</tbody>
</table>

Both PCCP and IPCCP through put are very good in the case of hotspot removal. But our proposed work gives some more good result.

9. RESULTS AND ANALYSIS

The study and analysis of normal point (CCP) and persuasive cued click point (PCCP) was designed to explore ways of increasing the efficiency of tolerance value and also conducted lab study for comparison between login success rate and security success rate of existing CCP’s and proposed PCCP’s.

Efficiency of the tolerance value

Initially eight participants are considered for the experiment. Each participant has a unique password which includes clicking on 5 click points in 5 different images. Each image contain of different characters, among which the participant needs to click on any one point of his choice to make it a click point in the series. Similarly the participant select a click point each of the images. Then, the participant logs in with that password, meantime the other participants are made to stand in a group behind the participant who is entering the password and are made to peek in over the shoulder of the participant and observe his password. The first participant has logged out once, the other participants are asked to enter the same password which they have observed of the first participant.

Tolerance value: It is the value which defines the degree of closeness to the actual click point.

Tolerance region: The area describes an original click point is accepted as correct since it is unrealistic to expect user to accurately target an exact pixel.

Success rate: It is the rate which gives the names of successful trails for a certain number of trails, the success rates calculated as the number of trails given completed without errors or restarts.
Published research in the area of graphical passwords currently lacks consistency, making it difficult to compare or reproduce results. A closer look at individual systems has typically revealed less security than promised; matching historical early experience in other areas usually repaired with maturity. The main purpose of authentication schemes is to allow system access only by legitimate users. To thoroughly evaluate the security of a graphical password proposal, and to facilitate comparison with alternatives, all standard threats and known attacks should be analyzed, with convincing arguments on how a scheme precludes them.

We expect tomorrow’s ideal graphical password systems may have many of the following desirable characteristics, rephrasing lessons learned from proposals to date:

1. Theoretical password space meeting the security policy of the intended domain.
2. Avoidance of exploitable reductions in security due to user choice of passwords, e.g., through persuading password choice towards attar distributions.
3. At least mild resistance to different types of capture attacks including shoulder surfing and key logging, through variable response design.
4. Cues aiding memorability, design features minimizing password interference.
5. Usability as close as possible to, or better than, text passwords.
6. Implicit feedback to legitimate users, when passwords are multi-part.
7. Leveraging of pre-existing user specific knowledge where possible, rather than having users memorize entirely new and/or random information.

The major advantage of persuasive cued click point scheme is its later password and it helps in reducing number of hotspots in the image compared to existing click based graphical password systems. Therefore it provides better security. Randomness of the system is very high in comparison to both single image multi point based technique and multi image signal point based techniques. A common security goal is password based authentication systems is to maximize the effective password space. In this paper we have brought the color matrix formation method, so that even though the hotspots viewed by the neighboring user while entering the account will not be easy for the users to enter into the others user account. The key feature of PCCP is that creating a harder to guess password is the path of least resistance, likely making it more effective than schemes where secure behavior adds an extra burden on users. The approach has proven effective at reducing the formation of hotspots and patterns, thus increasing the effective password space.
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**Table 3. Results of tolerance value efficiency of the PCCP method**

<table>
<thead>
<tr>
<th>No</th>
<th>Tolerance value</th>
<th>Success rate</th>
<th>Percentage of success rate</th>
<th>Security (in percentage)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>5</td>
<td>7/8</td>
<td>87.5</td>
<td>12.5</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>6/8</td>
<td>75.8</td>
<td>24.2</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>3/8</td>
<td>37.8</td>
<td>62.5</td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>2/8</td>
<td>25</td>
<td>75</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>0/8</td>
<td>0</td>
<td>100</td>
</tr>
</tbody>
</table>
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Abstract:
Company executives are under increasing pressure to proactively evaluate the benefits of the huge amounts of investment into intellectual property (IP). The main goal of this paper is to propose a Dynamic Bayesian Network as a tool for modeling the forecast of the distribution of Research and Development (R&D) investment efficiency towards the strategic management of IP. Dynamic Bayesian Network provides a framework for handling the uncertainties and imprecision in the qualitative and quantitative data that impact the effectiveness and efficiency of investments on R&D. This paper specifies the process of creating the graphical representation using impactful variables, specifying numerical link between the variables and drawing inference from the network.

KEY TERMS: IP Dynamic Bayesian Network, R&D Investment Efficiency.

1 INTRODUCTION

Intellectual property (IP), which is now being regarded [1][2] as constituting the core assets of companies, is centered around innovation. The very basis for innovation is developing new products and services, which logically means that more IP will be generated and thus increases the need for protection [3].

The research and development (R&D) Investment of major manufactures has reached an annual level of several billion dollars [4]. Questions are being raised as to whether this investment amount is efficient from the perspective of its effectiveness, such as whether such investment is made efficiently and whether the results of R&D are appropriately contributing to company profits.

Essentially, activities for R&D and intellectual properties must be dealt with in the management cycle shown in figure 1. It is important to realize that R&D strategy and the IP strategy exactly represent the business strategy of a company. There are many companies that spend amounts for R&D that exceed their amount of capital investment. In response to these moves, institutional investors have started to show an interest in the content of R&D investment and the effectiveness and efficiency of such investment. However, due to uncertainties and imprecise data, it is extremely difficult to proactively demonstrate explicitly the efficiency and effectiveness of R&D investment.

In an automated Bayesian Network decision support system, the probability judgment analysis make over time can be captured, compared to actual data when it becomes available, and then provide feedback on a timely basis [5]. Based on the work by Alpart and Raiffa [6], this feedback should improve analysts’ probability assessment which should lead to improved future performance.

[7] observed: “whether or not they recognize it, virtually all decisions that investors make are exercises in probability: For them to succeed, it is critical that their probability statement combines the
historical record with the most recent data variable. And that is Bayesian analysis in action”.

Hence this paper proposes a Bayesian Network model for the forest of the distribution of R&D investment efficiency.

**Figure 1:** Ideal management cycle for activities for R&D and intellectual properties [4]

### 2. BAYESIAN NETWORKS

Bayesian networks provide a formalism for reasoning about partial beliefs under conditions of uncertainty. These parameters are combined and manipulated according to the rules of probability theory [8][9]. Let us consider n discrete random variables \( x_1, x_2, \ldots, x_n \), a discrete acyclic graph with n nodes, and suppose the \( j^{\text{th}} \) node of the graph is associated to the \( x_j \) variable. Then the graph is a Bayesian network, representing the variables \( x_1, x_2, \ldots, x_n \) if

\[
P(x_1, x_2, \ldots, x_n) = \prod_{j} p(x_j / \text{parents}(x_j)),
\]

Where \( \text{parents}(x_j) \) denotes the set of all variables \( X_i \) such that there is an arc from node \( x_i \) to \( x_j \) in the graph. The probability terms in the product are described by conditional probability Tables (CPT) which may be set by hand or learned from data. Standard algorithms such as junction tree [9][10] exist to perform inference networks.

Dynamic Bayesian Networks (DBNs) allow the modeling of entities in a changing environment where the values of variables change over time [10][11]. Functionally, DBNs capture the process of variable values changing over time by representing multiple copies of network modes with one copy for each time step [10]. Visually, they may be displayed using two copies of each recurrent node representing the current t, and previous, t-1 states. A Bayesian network is a tool to help expert represent uncertainty, ambiguous or incomplete knowledge. Bayesian networks use probability theory to represent uncertain knowledge. A Bayesian network consists of two parts—a qualitative graphical structure of the relationships in the model and a quantitative structure represented by the probability distributions that are indicated by the graph. In a Bayesian network, historical information can provide a framework or baseline model to develop prior distribution. New quantitative information, qualitative information, or evidence can be added to the network as appropriate to develop posterior probabilities.

Decision makers in many different contexts combine qualitative data and qualitative information. Bayesian networks have been applied in a wide variety of decision-making contexts. Some examples are venture capital financing [12], auditing [13], medical diagnosis [14], and software design [15], among many.
3 DEVELOPING THE BAYESIAN NETWORK

There are three important steps in building the Bayesian network. The first step is developing the graphical model. This step includes the relevant variables and specifying whether they are independent, or not. The second step is the specification of the numerical relationship between the variables that are not independent. The third step is making inferences or decisions based on new evidence.

3.1 Graphical Representation

As mentioned in the previous section, the first step in construction the Bayesian network is the graphical model. The graphical model is a directed, acyclic graph were nodes represent variables and directed arc (arrows) represent the conditional probability relationship assumed in the model. The variables and the arcs between the variables are the inputs to the graph.

In this paper, as part of R&D strategies, the forecast of R&D investment efficiency is to be made using the variables: infrastructure, capability of science and technology, Risk, R&D efficiency management performance, total R&D personal capability, total R&D expenditure. These are variables that are assumed by management (for the sake of analysis) that impacts Return on Investment (ROI) on IP R&D.

The relationship among the IP variables maybe represented by the Bayesian network of figure 2. The network consists of four discrete variables: Capability of Science and Technology (CST), Risk (RSK), R&D Efficiency (RDE), Management Performance (MP), Total R&D Personnel Capability (PC), Total R&D Expenditure (RDEP), and Investment Efficiency (IE).

![Bayesian Network](image)

Figure 2: Bayesian Network for forecasting R&D Investment efficiency.

In the network, a node with arcs leading out only indicates a marginal probability distribution. For example CST, RDEXP, RSK are marginal probability distribution. A node with arcs leading into it indicate a conditional relationship. For example, the factors (variables) that determine the value for infrastructure (IF) is the capability of science and technology (CST) and total R&D Personnel Capability (PC). The node infrastructure (IF) is a conditional node.

The absence of a directed arc from a node is also meaningfully because the absence indicates independence assumption. The absence of a directed arc denotes conditional independence between nodes. Thus the lack of an arc from CST to RSK signifies that it is assumed that RSK is independent of CST;
the lack of an arc from IF to MP signifies that it is assumed that MP is independent of IF.

The analyst benefits in several ways from the graphical construction of a Bayesian network. First, the construction of the graphical portion of the network helps the analyst clarify and refine his view of the relationships among the variables [5]. Next, the analyst may not always have a good understanding of how a decision is reached. They fully understand which variables are used, but how the variables are combined and weighted to come up with a decision is not always well understood or systematic [5]. In [16], almost all analyst agree that qualitative information was important, but when questioned about how it was incorporated in a decision, most analyst could not be specific.

3.2 Determining Numerical links between variables

Each node in the Bayesian network is a variable that is described either as a constant value, a probability distribution, or as a function of other variables [17]. In a Bayesian network, the primary focus is on determining the probability distribution of the relevant nodes. A Bayesian network model is represented at two levels, qualitative and quantitative. At the qualitative level a directed graph is used (as done here in figure 2) in which nodes represent variables and directed arcs describe the conditional independence relations embedded in the model. At the level, conditional probability distributions are specified for each variable in the network. Each variable has a set of possible values called its state space that consists of mutually exclusive and exhaustive values of the variable.

There are two primary ways to find probability distribution, for the nodes in the network. One way is historical data. The other is to use subjective probability judgments. The two methods can also be combined.

For the model in this paper capability science and technology (CST) is specified as having two states: “High” and “Low”; infrastructure (IF) has two states: “Good” and “Bad”, total R&D Personnel Capability (PC) has two states: “High” and “Low”, total R&D Expenditure (RDEXP) has two states: “High” and “Low”; Management Performance (MP) has two states: “Good” and “Bad”; R&D efficiency (RDE) has two states: “High” and “Low”; Risk (RSK) has two states: “High” and “Low” and investment efficiency (IE) has two states: “High” and “Low”.

A fundamental assumption of a Bayesian network is that when the conditionals for each variable is multiplied, the joint probability distribution for all variables in the network is obtained.

Suppose a sequence of the variables in a Bayesian network is picked such that for all directed arcs in the network, the variable at the tail of each arc precedes the variable at the head of the arc in the sequence. Since the directed graph is acyclic, there always exist one such sequence. In figure 1, one such sequence is CST IF RDE MP RSK IE.

From figure 2, this shows that the model makes the assumption:

\[ P(CST, IF, RDE, PC, RDEXP, MP, RSK, IE) = \]

\[ P(CST) \times P(IF/CST, PC) \times P(RDE/IF, PC, RDEXP, MP) \times P(PC/MP) \times P(RDEXP) \]
\[ P(\text{MP/RDEXP}) \otimes P(\text{RSK}) \times P(\text{IE/RDE,MP,RSK}) \]

Where \( \otimes \) denotes point wise multiplication of tables.

For each variable, a table of conditional probability distribution has to be specified, one for each configuration of states of its parents.

For the model, tables 1(a) – (h) gives the tables of conditional distributions- \( P(\text{CST}), P(\text{IF/CST,PC}), P(\text{RDE/IF,PC,RDEXP,MP}), P(\text{PC/MP}), P(\text{RDEXP}), P(\text{MP/RDEXP}), P(\text{RSK}), P(\text{IE/RDE,MP,RSK}) \).
### Table 1: Tables of conditional probabilities for the Bayesian network of figure 2.

<table>
<thead>
<tr>
<th>P(IE/RDE, MP, RSK)</th>
<th>Good</th>
<th>Bad</th>
</tr>
</thead>
<tbody>
<tr>
<td>High, Good, High</td>
<td>0.90</td>
<td>0.10</td>
</tr>
<tr>
<td>High, Good, Low</td>
<td>0.85</td>
<td>0.15</td>
</tr>
<tr>
<td>High, Bad, High</td>
<td>0.02</td>
<td>0.98</td>
</tr>
<tr>
<td>High, Bad, Low</td>
<td>0.65</td>
<td>0.35</td>
</tr>
<tr>
<td>Low, Good, High</td>
<td>0.70</td>
<td>0.30</td>
</tr>
<tr>
<td>Low, Good, Low</td>
<td>0.55</td>
<td>0.45</td>
</tr>
<tr>
<td>Low, Bad, High</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>Low, Bad, Low</td>
<td>0.1</td>
<td>0.9</td>
</tr>
</tbody>
</table>

#### 3.3 Making inference

The ultimate goal is to model the probability distribution of the investment efficiency (IE) for IP portfolio.

Once a Bayesian network is constructed, it can be used to make inferences about the variables in the model. The conditionals given in Bayesian network representation specify the prior joint distribution of the variables. If the values of some are observed (or learnt), then such observations can be represented by tables where 1 is assigned for observed values and 0 for unobserved values. Then the product of all tables (conditionals and observations) gives the posterior joins distribution of the variables. Thus the joint distribution of variables changes each time new information is learnt about item.

Often the interest is on some target variables. In this case, inference is made by computing the marginal of the posterior joint distributions for the variables of interest. Consider the situation described by the Bayesian network in figure 1. The interest is in the true state of the R&D investment efficiency. Given the prior model (as per the probability tables given): table 1(a) – 1(b)), the marginal distribution is computed (giving probability values for “High” and “Low”). Now suppose it is learnt that (i.e new observation) risk (RSK) is “Low” and management performance (MP) is “Good”. The posterior marginal distribution of R&D investment efficiency changes.

### 4 CONCLUSION

The main goal of this paper is to propose a Bayesian network as a tool for modeling the forecast of the distribution of R&D investment efficiency towards the strategic management of IP.

The improvement of investment efficiency by reviewing R&D and the reorganization of a business portfolio have become urgent issue to manage. Many companies are realizing that if they are going to spend any money on IP, it better be IP that has value to the business. So companies are now developing strategic plans as to (a) where they want inventions (b) what...
resultant IP they want to create and (c) the efficiency of their R&D investment. Company executives now face a variety of opportunities that require sophisticated analysis and decisions. These requirements are better met by advanced decision support tools.

With the capability to model the forecast of the efficiency of R&D investment given different scenarios of the combination of resources (R&D personnel, management performance, R&D budget), risk and market demand, companies are able to make effective decisions regarding their IP portfolio. This enables companies to evaluate the business benefit of any IP before its creation. This means for example they can strengthen the few patents they will file by focusing on “inventing around their own IP” before filing it. An advanced analytic tool, such as the Bayesian network, helps to work the process of inventing around’” to systematic and robust.

There are many off-the-shelf software systems that allow Bayesian networks to be constructed graphically by end-users, for example BayesiaLab (www.bayesi.com), Netica (www.norsys.com) and Hugin(www.hugin.com). These tools allow the user to enter the graph and specify numerical relationships among the variables. The software in use calculates the inference based on these inputs. The inference results are shown graphically as probability distribution for the network. The analysis would help executives make better strategic decision regarding their IP portfolio.
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Abstract: Code clone detection is an important area of research as reusability is a key factor in software evolution. Duplicate code degrades the design and structure of software and software qualities like readability, changeability, maintainability. Code clone increases the maintenance cost as incorrect changes in copied code may lead to more errors. In this paper we address structural code similarity detection and propose new methods to detect structural clones using structure of control statements. By structure we mean order of control statements used in the source code. We have considered two orders of control structures: (i) Sequence of control statements as it appears (ii) Execution flow of control statements.
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1. INTRODUCTION

Duplicate codes are identical or similar code fragments present in software program. Two code fragments are similar if these code segments are similar in their structure of control statements and similar control flow between control lines [1, 15].

Different types of code clones are [15]

Type 1: Exact similar code fragments except white space and comments as shown in below example.

Ex 1:
Segment 1:
if(n>0)
{
 n=n*1;  //multiply by plus 1
}
else
 n=n*-1; // multiply by minus 1

Segment 2:
if ( n > 0 )
{
 n = n * 1;  //multiply by +1
}
else
 n = n * -1; // multiply by -1

Type 2: Syntactic similar code fragments except change in variable, literal and function names.

Ex 2:
Segment 1:
if (n>0)
{
 n=n*1;  //multiply by plus 1
}
else
 n=n*-1; // multiply by minus 1

Segment 2:
if ( m > 0 )
{
 m = m * 1;  //multiply by +1
}
else
 m = m * -1; // multiply by -1

Type 3: Similar code fragments with slight modifications like reordering/addition/deletion of some statements from already existing or copied code fragments.

Segment 1: if (n > 0)
{
 n=n*1;  //multiply by plus 1
}
else
 n=n*-1; // multiply by minus 1

Segment 2: if (n > 0)
{
 n=n*1;  //multiply by plus 1
}
else
 n=n*-1; // multiply by minus 1

x=5;  //newly added statement

In the above example a new statement x=5 is added.

Type 4: Functionally similar code fragments. Below example explains recursive and non recursive way of finding factorial of n. (same program implemented in two ways).

Ex:
Segment 1: int i, j=1, n;
for (i=1; i<=n; i++)
 j=j*i;
segment 2:
int fact(int n)
{
 if (n == 0) return 1 ;
 else return n * fact(n-1) ;
}

Output of program depends on the execution flow of effective source lines. Execution flow of source lines depends on the control lines used in the program. Control lines considered here are iterative statements (for, while and do-while), conditional statements (if, if-else and switch-case), and...
Fig 1: Different versions of bubble sort program

function call. Here we propose two approaches to find structural similarity. Approach 1 considers order of control statements present in the code segments and approach 2 depends on the execution flow of control lines in the program. Figure 1 shows three different ways of writing bubble sort program. To find similarity of these programs we compute control structure metrics. Rest of the paper is organized as follows. Section 2 covers key literature, section 3 describes proposed methods and results; section 4 concludes the work with suggestions on possible future work.

2. RELATED WORK

Duplicate code detection mainly consists of two phases where first phase is transformation and second phase is comparison. In transformation phase, source code is transformed in to an Internal Code Format (ICF). Depending on the ICF comparison, match detection techniques are classified as follows [15].

i. String Based: In these techniques source code is considered as an arrangement of characters/strings/lines and uses string matching techniques to detect duplicate code [2]. Dup tool compares lexemes on behalf of string match and finds partial match [2, 3, 4]. Ducass et al [5] proposed dynamic matching technique to detect code clones. String based techniques are simple, language independent and detect type I clones [13, 14, 15, 16].

ii. Token Based: In token based approach source code is transformed into sequence of tokens using lexer/parser. Then these sequences of tokens are compared to find duplicate code. This technique efficiently identifies all types of clones. However generating PDG and finding isomorphic sub graphs is NP hard [8]. Komondoor and Horowitz PDG-DUP uses program slicing to find isomorphic sub graphs, Krinke uses iterative approach to detect highest comparable sub graphs. GPLAG is graph based plagiarism disclosure tool [11, 16].

iii. Tree Based: Source text is parsed to obtain Abstract Syntax Tree (AST) or parse tree with appropriate parser. Then tree matching techniques are used to find similar sub trees. This approach efficiently detects type I, type II and type III clones [5, 6]. As AST does not address data flow between controls, it fails to detect type IV clones. Baxter et al’s CloneDR find resemblance between programs by matching sub trees of corresponding source program [15].

iv. Graph Based: Source program is converted into Program Dependency Graph (PDG) where PDG contains the data flow and control flow information of the program [6]. Then isomorphic sub graph detection algorithms are used to find duplicate code. This technique efficiently identifies all types of clones. However generating PDG and finding isomorphic sub graphs is NP hard [8]. Komondoor and Horowitz PDG-DUP uses program slicing to find isomorphic sub graphs, Krinke uses iterative approach to detect highest comparable sub graphs. GPLAG is graph based plagiarism disclosure tool [11, 16].

v. Metric Based: In this technique different metrics are computed for code fragments and these metric values are compared to find duplicate code [9, 10, 11, 12]. AST/PDG representation can be used to calculate metrics like number of nodes, number of control edges present in the graph etc. Other common metrics are number of source lines, number of function calls, number of local and global variables and McCabe’s cyclomatic complexity etc. eMetric, Covert and
Moss are metric based tools [15, 16]. Kontogiannis et al. [16] build an abstract pattern matching tool to identify probable matches using Markov models to measures similarity between two programs.

3. PROPOSED METHOD

Here we propose two approaches to find duplicate code. The different stages in the proposed method are preprocessing, metric computation, difference matrix computation and similarity value calculation. Architecture of proposed method is shown in figure 2 and each stage is explained subsequently.

Preprocessing and template conversion

In preprocessing stage extra space and comments are removed and input source program is transformed into its standard intermediate template form. Figure 3 shows the template form of versions of sort program in figure 1. This template is used to compute control structure metrics.

3.1 Approach 1 – Computation of similarity using Control Structure Tables (CSTs)

Control Structure Table (CST): Control Structure Table contains the information about order of ingrained control lines used in the program [11]. CST of sort program 1 and sort program 2 in figure 1 are shown in table 1 and 2.

Table 1. Control structure table for sort program 1

<table>
<thead>
<tr>
<th>Sl.No</th>
<th>Type of control statement</th>
<th>Loop</th>
<th>Condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Loop</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>Loop</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>Loop</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>Loop</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>Condition</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>Loop</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Difference Matrix (D) computation: Difference matrix is calculated using two CSTs. Difference matrix calculated from table 1 and 2 are shown in table 3. Difference matrix shows different between all pairs of control statement. Difference matrix (D) is computed from the respective control structure tables. A row of program 1 (corresponding to a control statement) is compared with every row of program 2. Row i and j of the programs are compared using city block distance formula $|R_{i1} - R_{j1}| + |R_{i2} - R_{j2}|$.

For example first row of table 1 is compared with second row of table 2 by computing $|0 - 0| + |0 - 1| = 1$ is entered in $(1, 2)$ of distance matrix (table 3). From this table we can find similar control lines present in two programs. Presence of zero in a position corresponding to similar control statement indicates structural similarity of the control statements in the two programs. For example zero at (3, 1) in table 3 imply that the iterative statements 3 of program 1 and 1 of program 2 are probably similar. Whereas zero at (5, 3) is not comparable because the control statements of the programs are different (fifth control statement of program 1 is conditional and third control statement of program 2 is iterative). The zeros that contribute to similarity are highlighted.
Table 3. Distance matrix computed from table 1 and 2

<table>
<thead>
<tr>
<th>Control lines</th>
<th>Loop (L)</th>
<th>Loop (L)</th>
<th>Loop (L)</th>
<th>Cond (C)</th>
<th>Loop (L)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Loop(L)</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Loop (L)</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Loop(L)</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>Loop(L)</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Cond(C)</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Loop(L)</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Similarity between codes is found, using the formula

\[
s = n \begin{cases} 
  r_1 &= r_2 \\
  \frac{n}{r_1 + r_2} & \text{otherwise }
\end{cases}
\]

where \(r_1\) and \(r_2\) are the number of control lines in two programs. From table 3 \(s = 9/1\).

We conducted experiments using data set 1 of 5 distinct programs and 15 variants and similarity values are shown in table 4.

Table 4. Similarity table for data set 1 \(s=n/|r_1-r_2|\)

<table>
<thead>
<tr>
<th>Programs</th>
<th>P1v1</th>
<th>P1v2</th>
<th>P1v3</th>
<th>P1v4</th>
<th>P2v1</th>
<th>P2v2</th>
<th>P2v3</th>
<th>P3v1</th>
<th>P3v2</th>
<th>P3v3</th>
<th>P4v1</th>
<th>P4v2</th>
<th>P4v3</th>
<th>P5v1</th>
<th>P5v2</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1v1</td>
<td>0.00</td>
<td>37.00</td>
<td>37.00</td>
<td>37.00</td>
<td>2.29</td>
<td>2.29</td>
<td>2.29</td>
<td>2.23</td>
<td>2.23</td>
<td>2.23</td>
<td>1.11</td>
<td>1.11</td>
<td>1.11</td>
<td>4.22</td>
<td>4.20</td>
</tr>
<tr>
<td>P1v2</td>
<td>37.00</td>
<td>0.00</td>
<td>37.00</td>
<td>37.00</td>
<td>2.29</td>
<td>2.29</td>
<td>2.29</td>
<td>2.23</td>
<td>2.23</td>
<td>2.23</td>
<td>1.11</td>
<td>1.11</td>
<td>1.11</td>
<td>4.22</td>
<td>4.20</td>
</tr>
<tr>
<td>P1v3</td>
<td>37.00</td>
<td>37.00</td>
<td>0.00</td>
<td>37.00</td>
<td>2.29</td>
<td>2.29</td>
<td>2.29</td>
<td>2.23</td>
<td>2.23</td>
<td>2.23</td>
<td>1.11</td>
<td>1.11</td>
<td>1.11</td>
<td>4.22</td>
<td>4.20</td>
</tr>
<tr>
<td>P1v4</td>
<td>37.00</td>
<td>37.00</td>
<td>37.00</td>
<td>0.00</td>
<td>2.29</td>
<td>2.29</td>
<td>2.29</td>
<td>2.23</td>
<td>2.23</td>
<td>2.23</td>
<td>1.11</td>
<td>1.11</td>
<td>1.11</td>
<td>4.22</td>
<td>4.20</td>
</tr>
<tr>
<td>P2v1</td>
<td>2.29</td>
<td>2.29</td>
<td>2.29</td>
<td>2.29</td>
<td>0.00</td>
<td>8.00</td>
<td>8.00</td>
<td>0.83</td>
<td>0.83</td>
<td>0.83</td>
<td>2.50</td>
<td>2.50</td>
<td>2.50</td>
<td>1.13</td>
<td>1.18</td>
</tr>
<tr>
<td>P2v2</td>
<td>2.29</td>
<td>2.29</td>
<td>2.29</td>
<td>2.29</td>
<td>8.00</td>
<td>0.00</td>
<td>8.00</td>
<td>0.83</td>
<td>0.83</td>
<td>0.83</td>
<td>2.50</td>
<td>2.50</td>
<td>2.50</td>
<td>1.13</td>
<td>1.18</td>
</tr>
<tr>
<td>P2v3</td>
<td>2.29</td>
<td>2.29</td>
<td>2.29</td>
<td>2.29</td>
<td>8.00</td>
<td>8.00</td>
<td>0.00</td>
<td>0.83</td>
<td>0.83</td>
<td>0.83</td>
<td>2.50</td>
<td>2.50</td>
<td>2.50</td>
<td>1.13</td>
<td>1.18</td>
</tr>
<tr>
<td>P3v1</td>
<td>2.23</td>
<td>2.23</td>
<td>2.23</td>
<td>2.23</td>
<td>0.83</td>
<td>0.83</td>
<td>0.83</td>
<td>0.00</td>
<td>199.00</td>
<td>199.00</td>
<td>0.61</td>
<td>0.61</td>
<td>0.61</td>
<td>10.92</td>
<td>13.83</td>
</tr>
<tr>
<td>P3v2</td>
<td>2.23</td>
<td>2.23</td>
<td>2.23</td>
<td>2.23</td>
<td>0.83</td>
<td>0.83</td>
<td>0.83</td>
<td>199.00</td>
<td>0.00</td>
<td>199.00</td>
<td>0.61</td>
<td>0.61</td>
<td>0.61</td>
<td>10.92</td>
<td>13.83</td>
</tr>
<tr>
<td>P3v3</td>
<td>2.23</td>
<td>2.23</td>
<td>2.23</td>
<td>2.23</td>
<td>0.83</td>
<td>0.83</td>
<td>0.83</td>
<td>199.00</td>
<td>199.00</td>
<td>0.61</td>
<td>0.61</td>
<td>0.61</td>
<td>10.92</td>
<td>13.83</td>
<td></td>
</tr>
<tr>
<td>P4v1</td>
<td>1.11</td>
<td>1.11</td>
<td>1.11</td>
<td>1.11</td>
<td>2.50</td>
<td>2.50</td>
<td>2.50</td>
<td>0.61</td>
<td>0.61</td>
<td>0.61</td>
<td>0.00</td>
<td>4.00</td>
<td>4.00</td>
<td>0.83</td>
<td>0.89</td>
</tr>
<tr>
<td>P4v2</td>
<td>1.11</td>
<td>1.11</td>
<td>1.11</td>
<td>1.11</td>
<td>2.50</td>
<td>2.50</td>
<td>2.50</td>
<td>0.61</td>
<td>0.61</td>
<td>0.61</td>
<td>4.00</td>
<td>4.00</td>
<td>4.00</td>
<td>0.83</td>
<td>0.89</td>
</tr>
<tr>
<td>P4v3</td>
<td>1.11</td>
<td>1.11</td>
<td>1.11</td>
<td>1.11</td>
<td>2.50</td>
<td>2.50</td>
<td>2.50</td>
<td>0.61</td>
<td>0.61</td>
<td>0.61</td>
<td>4.00</td>
<td>4.00</td>
<td>4.00</td>
<td>0.83</td>
<td>0.89</td>
</tr>
<tr>
<td>P5v1</td>
<td>4.22</td>
<td>4.22</td>
<td>4.22</td>
<td>4.22</td>
<td>1.13</td>
<td>1.13</td>
<td>1.13</td>
<td>10.92</td>
<td>10.92</td>
<td>10.92</td>
<td>0.83</td>
<td>0.83</td>
<td>0.83</td>
<td>0.00</td>
<td>161.00</td>
</tr>
<tr>
<td>P5v2</td>
<td>4.20</td>
<td>4.20</td>
<td>4.20</td>
<td>4.20</td>
<td>1.18</td>
<td>1.18</td>
<td>1.18</td>
<td>13.83</td>
<td>13.83</td>
<td>13.83</td>
<td>0.89</td>
<td>0.89</td>
<td>0.89</td>
<td>161.00</td>
<td>0.00</td>
</tr>
</tbody>
</table>

We may observe that in table 4 all programs show highest similarity only with its variants.

3.2 Approach 2: Computation of similarity using execution flow of control statements

In pre-processing stage all functions are placed above the main function. Function Information Table (FIT) and CST are generated in a single scan of the program.

Function Information Table (FIT): FIT gives starting and ending positions where a particular function begins and ends in CST. Here function calls are considered as a control lines. FIT of sort program 2 and 3 are shown in table 5a and 5b. CSTs of these programs are shown in table 6a and 6b.

Table 5a. Function Information Table (FIT) for sort program 2

<table>
<thead>
<tr>
<th>Sl. No</th>
<th>Function name</th>
<th>Start position</th>
<th>End position</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Sort</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>2</td>
<td>Print</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>3</td>
<td>main</td>
<td>5</td>
<td>8</td>
</tr>
</tbody>
</table>

The line 1 (first control statement) of program 2 is function name ‘sort’ (beginning of function) is entered in FIT of table 5a (refer function name and start position). The control statements scanned from line 1 onwards are recorded sequentially in CST (table 6a) until end of the function. The end of the function namely line 3 is recorded in FIT. Thus in one scan FIT and CST are generated.

Execution Flow Control Structure Table (EFCST) is computed using CST and FIT by replacing the function calls by control lines of that particular function.
Table 6a. Control Structure Table (Order) for program 2 in figure 1

<table>
<thead>
<tr>
<th>Sl. no</th>
<th>Control statement</th>
<th>Loop</th>
<th>Condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Loop</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>Loop</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>Condition</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>Loop</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>Loop</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>Print</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>7</td>
<td>Sort</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>8</td>
<td>Print</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 6b. Control Structure Table (Order) for program 3 in figure 1

<table>
<thead>
<tr>
<th>Sl. no</th>
<th>Control statement</th>
<th>Loop</th>
<th>Condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Loop</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>Condition</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>Loop</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>Loop</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>Print</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>Loop</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>7</td>
<td>Sort</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>8</td>
<td>Print</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Execution Flow Control Structure Table (EFCST) of program 2 is given in table 7. Execution flow starts in ‘main’. From FIT we see that flow starts at line 5 and ends at line 8. The entries in these lines are copied in EFCST. However if function call is present, FIT is referred as corresponding control lines of the function from the respective beginning and ending lines are copied to EFCST. The EFCST of programs 1, 2 and 3 in figure 1 are shown in table 7.

Table 7. EFCST of program 1, 2 and 3

<table>
<thead>
<tr>
<th>Sl. no</th>
<th>Control statement</th>
<th>Loop</th>
<th>Condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Loop</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>Loop</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>Loop</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>Loop</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>Condition</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>Loop</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Difference matrix is computed using two EFCSTs as in section 3.1 and similarity value is computed using formula 1.

We conducted experiments on data set 1 and results are shown in below table. We conducted experiments on data set 1 and results are shown in table 8.

Table 8. EFCST and s=n/|r1-r2|

<table>
<thead>
<tr>
<th>P1v1</th>
<th>P1v2</th>
<th>P1v3</th>
<th>P1v4</th>
<th>P2v1</th>
<th>P2v2</th>
<th>P2v3</th>
<th>P3v1</th>
<th>P3v2</th>
<th>P3v3</th>
<th>P4v1</th>
<th>P4v2</th>
<th>P4v3</th>
<th>P5v1</th>
<th>P5v2</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.00</td>
<td>36.00</td>
<td>36.00</td>
<td>36.00</td>
<td>2.14</td>
<td>2.14</td>
<td>2.14</td>
<td>2.14</td>
<td>2.14</td>
<td>2.14</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>3.55</td>
<td>3.30</td>
</tr>
<tr>
<td>36.00</td>
<td>0.00</td>
<td>36.00</td>
<td>36.00</td>
<td>2.14</td>
<td>2.14</td>
<td>2.14</td>
<td>2.14</td>
<td>2.14</td>
<td>2.14</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>3.55</td>
<td>3.30</td>
</tr>
<tr>
<td>36.00</td>
<td>36.00</td>
<td>0.00</td>
<td>36.00</td>
<td>2.14</td>
<td>2.14</td>
<td>2.14</td>
<td>2.14</td>
<td>2.14</td>
<td>2.14</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>3.55</td>
<td>3.30</td>
</tr>
<tr>
<td>36.00</td>
<td>36.00</td>
<td>36.00</td>
<td>0.00</td>
<td>2.14</td>
<td>2.14</td>
<td>2.14</td>
<td>2.14</td>
<td>2.14</td>
<td>2.14</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>3.55</td>
<td>3.30</td>
</tr>
<tr>
<td>2.14</td>
<td>2.14</td>
<td>2.14</td>
<td>2.14</td>
<td>0.00</td>
<td>7.00</td>
<td>7.00</td>
<td>0.76</td>
<td>0.76</td>
<td>0.76</td>
<td>2.00</td>
<td>2.00</td>
<td>2.00</td>
<td>1.00</td>
<td>0.88</td>
</tr>
<tr>
<td>2.14</td>
<td>2.14</td>
<td>2.14</td>
<td>2.14</td>
<td>7.00</td>
<td>0.00</td>
<td>7.00</td>
<td>0.76</td>
<td>0.76</td>
<td>0.76</td>
<td>2.00</td>
<td>2.00</td>
<td>2.00</td>
<td>1.00</td>
<td>0.88</td>
</tr>
<tr>
<td>2.14</td>
<td>2.14</td>
<td>2.14</td>
<td>2.14</td>
<td>7.00</td>
<td>7.00</td>
<td>0.00</td>
<td>0.76</td>
<td>0.76</td>
<td>0.76</td>
<td>2.00</td>
<td>2.00</td>
<td>2.00</td>
<td>1.00</td>
<td>0.88</td>
</tr>
<tr>
<td>2.14</td>
<td>2.14</td>
<td>2.14</td>
<td>2.14</td>
<td>0.76</td>
<td>0.76</td>
<td>0.76</td>
<td>0.76</td>
<td>0.00</td>
<td>196.00</td>
<td>196.00</td>
<td>0.58</td>
<td>0.58</td>
<td>0.58</td>
<td>13.91</td>
</tr>
<tr>
<td>2.14</td>
<td>2.14</td>
<td>2.14</td>
<td>2.14</td>
<td>0.76</td>
<td>0.76</td>
<td>0.76</td>
<td>0.76</td>
<td>196.00</td>
<td>0.00</td>
<td>196.00</td>
<td>0.58</td>
<td>0.58</td>
<td>0.58</td>
<td>13.91</td>
</tr>
<tr>
<td>2.14</td>
<td>2.14</td>
<td>2.14</td>
<td>2.14</td>
<td>0.76</td>
<td>0.76</td>
<td>0.76</td>
<td>0.76</td>
<td>196.00</td>
<td>196.00</td>
<td>0.00</td>
<td>0.58</td>
<td>0.58</td>
<td>13.91</td>
<td>9.83</td>
</tr>
<tr>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>2.00</td>
<td>2.00</td>
<td>2.00</td>
<td>2.00</td>
<td>0.58</td>
<td>0.58</td>
<td>0.58</td>
<td>0.00</td>
<td>3.00</td>
<td>3.00</td>
<td>0.75</td>
</tr>
<tr>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>2.00</td>
<td>2.00</td>
<td>2.00</td>
<td>2.00</td>
<td>0.58</td>
<td>0.58</td>
<td>0.58</td>
<td>3.00</td>
<td>0.00</td>
<td>3.00</td>
<td>0.75</td>
</tr>
<tr>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>2.00</td>
<td>2.00</td>
<td>2.00</td>
<td>2.00</td>
<td>0.58</td>
<td>0.58</td>
<td>0.58</td>
<td>3.00</td>
<td>3.00</td>
<td>0.00</td>
<td>0.75</td>
</tr>
</tbody>
</table>
Here also all programs show high similarity only with versions of the same program.

**3.3 Similarity computation using CSTs, EFCSTs and Control Metric Table (CMT)**

**Control Metric Table (CMT):** We compute control metric table which contains information about total number of iterative and conditional statements present in the program [11]. Table 9 shows CMT of data set 1 used for our experiment.

<table>
<thead>
<tr>
<th>Sl. No.</th>
<th>Programs</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Beam search</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>2</td>
<td>Bubble sort</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>3</td>
<td>Min Max</td>
<td>15</td>
<td>15</td>
<td>15</td>
<td>15</td>
</tr>
<tr>
<td>4</td>
<td>Linear search</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>5</td>
<td>Queue</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
</tbody>
</table>

**Computation of similarity value (s):** Here similarity computation is based on CMT as well as CST/EFCST. First we generate CMT and CST for each program. Difference matrix (D) is computed from the respective CSTs as explained in earlier sub sections 3.1 and 3.2.

We compute similarity between programs only if programs are comparable in terms of number of loops and conditional statements. While duplicates are created it is unlikely to expect more than 20 % variation in number of control statements. Hence a threshold of 20 % variations in these numbers is fixed for computation of similarity. Suppose program 1 has x loops and y conditional statements. Program 2 is comparable with program 1 if the number loops and conditional statements are in the range \([x - 20\% (x), x + 20\% (x)]\) and \([y - 20\% (y), y + 20\% (y)]\). Table 10 show computed similarity values with this additional consideration of CMT.

**Table 9. Control Metric Table for data set 1 (CMT)**

<table>
<thead>
<tr>
<th>Programs</th>
<th>L</th>
<th>C</th>
<th>L</th>
<th>C</th>
<th>L</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1v1</td>
<td>0</td>
<td>37</td>
<td>37</td>
<td>37</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>P1v2</td>
<td>37</td>
<td>0</td>
<td>37</td>
<td>37</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>P1v3</td>
<td>37</td>
<td>37</td>
<td>0</td>
<td>37</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>P1v4</td>
<td>37</td>
<td>37</td>
<td>37</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>P2v1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>P2v2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>P2v3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>P3v1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>199</td>
</tr>
<tr>
<td>P3v2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>199</td>
</tr>
<tr>
<td>P3v3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>199</td>
</tr>
<tr>
<td>P4v1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>P4v2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td>P4v3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td>P5v1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>P5v2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

**Table 10a. CST, CMT and s=n/[r1-r2]**

| P1v1 | P1v2 | P1v3 | P1v4 | P2v1 | P2v2 | P2v3 | P3v1 | P3v2 | P3v3 | P4v1 | P4v2 | P4v3 | P5v1 | P5v2 |
|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|
| 0    | 36   | 36   | 36   | 0    | 0    | 0    | 0    | 0    | 0    | 0    | 0    | 0    | 0    | 0    | 0    |
| 36   | 0    | 36   | 36   | 0    | 0    | 0    | 0    | 0    | 0    | 0    | 0    | 0    | 0    | 0    | 0    |
| 36   | 36   | 0    | 36   | 0    | 0    | 0    | 0    | 0    | 0    | 0    | 0    | 0    | 0    | 0    | 0    |
| 36   | 36   | 36   | 0    | 0    | 0    | 0    | 0    | 0    | 0    | 0    | 0    | 0    | 0    | 0    | 0    |

**Table 10b. EFCST, CMT and s=n/[r1-r2]**

| P1v1 | P1v2 | P1v3 | P1v4 | P2v1 | P2v2 | P2v3 | P3v1 | P3v2 | P3v3 | P4v1 | P4v2 | P4v3 | P5v1 | P5v2 |
|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|
| 0    | 36   | 36   | 36   | 0    | 0    | 0    | 0    | 0    | 0    | 0    | 0    | 0    | 0    | 0    | 0    |
| 36   | 0    | 36   | 36   | 0    | 0    | 0    | 0    | 0    | 0    | 0    | 0    | 0    | 0    | 0    | 0    |
| 36   | 36   | 0    | 36   | 0    | 0    | 0    | 0    | 0    | 0    | 0    | 0    | 0    | 0    | 0    | 0    |
| 36   | 36   | 36   | 0    | 0    | 0    | 0    | 0    | 0    | 0    | 0    | 0    | 0    | 0    | 0    | 0    |
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In the above tables similarity is seen only with versions of the same program. All others are 0’s.

### 3.4 Experimental Results

Five programs, 15 versions data set described in earlier sections is created in our lab and the experimental results with two approaches have been discussed in detail in sections 3.1 to 3.3.

For thorough testing of the proposed approaches we downloaded programs from ‘sourceforge.net’ ([www.sourceforge.net](http://www.sourceforge.net)) and ‘f1sourcecode’ ([www.f1sourcecode.com](http://www.f1sourcecode.com)) and created many versions by changing loop statements, reordering control lines and also by refactoring. These are added to the sample data set in the earlier sections. Thus we have created 26 distinct programs and 100 versions data set. To find whether only versions of the same programs, show higher similarity when compared to similarities with other programs, we have done clustering of similarity values using k-means clustering algorithm with k=2. The clustering is done on set of similarity value corresponding to one version of a program (available in a column). The error in duplicate detection of a program ‘j’ is found as ratio of number of misclassification and total number of programs (inclusive of versions). Total misclassification in program ‘j’ includes number of false positives and true negatives. When a version of program ‘j’ is clustered with any other program it is true negative, where as when a version of program ‘i’ is clustered with program ‘j’ it is false positive.

Average error is computed total detection errors in each program by number of distinct programs. Table 11 shows the average error with two approaches with and without CMT for the sample data sets. Also shown in the table the similarity measurements using the formula \( s = \frac{n}{D} \), where n is similar number of control lines and ‘D’ maximum dissimilarity [11].

### Table 11. Error table for sample data sets.

| Approaches | Data structure used | Data set 1 \( S = \frac{n}{D} \) | Data set 1 \( S = \frac{n}{|r_1 - r_2|} \) | Data set 2 \( S = \frac{n}{D} \) | Data set 2 \( S = \frac{n}{|r_1 - r_2|} \) |
|------------|---------------------|-------------------------------|-------------------------------|-------------------------------|-------------------------------|
| **Approach 1** | Only CST | 0.1465 | 0.0375 | 0.5794 | 0.1038 |
| | CST and CMT | 0 | 0 | 0.00923 | 0.00577 |
| **Approach 2** | Only EFCSTs | 0.04 | 0.0375 | 0.0866 | 0.009615 |
| | EFCST and CMT | 0 | 0 | 0.009615 | 0.00808 |
3.5 Time Complexity
Suppose two programs have \( n_1 \) and \( n_2 \) source lines and \( L_1 \) and \( L_2 \) control statements. Note that number of control statements in a program will be far less than number of source lines (\( L_1 < n \)). Table 12 shows the detail of major steps in the computation of similarity and the corresponding complexities.

Table 12. Time complexity table

<table>
<thead>
<tr>
<th>Steps</th>
<th>Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Preprocessing</td>
<td>( \theta(n_1) + \theta(n_2) )</td>
</tr>
<tr>
<td>CST / EFCST</td>
<td>( \theta(n_1) + \theta(n_2) )</td>
</tr>
<tr>
<td>Difference matrix</td>
<td>( O(L_1 \times L_2) )</td>
</tr>
<tr>
<td>Similarity computation</td>
<td>( O(L_1 \times L_2) )</td>
</tr>
</tbody>
</table>

Hence total time complexity is maximum (\( \theta(n) \) and \( O(L^2) \)) which is a polynomial time complexity.

3.6 Performance Evaluation
The experiments are done with three available tools Duplo (uses string matching technique), PMD (uses tokens to compare) and CloneDR (AST based) and the results obtained on data set 1 is shown in table 13.

PMD tool shows similarity with user defined function call and inbuilt function. Control lines for for and while, from figure 1 are not shown as similar. CloneDR is sometimes sensitive to change in the type of loop statement.

We divided data set 2 which is used in section 3.4 into two data sets. First data set has 15 distinct programs and 50 variants. This data set has variation in sequence of control statements (independent control lines only) in versions of the same program. Second data set has 11 distinct programs and 50 variants. In this data set contents of control lines are replaced by function calls (refer fig 1).

Experiments are conducted on two data sets using two approaches. Tables 14a and 14b show performance analysis for proposed methods.

Table 13. Performance analysis table

<table>
<thead>
<tr>
<th>Sl. no</th>
<th>Method</th>
<th>Error</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Duplo</td>
<td>1.8666</td>
<td>All versions of beam search show some similarity with all versions of minmax and bubble sort programs are not shown as similar programs.</td>
</tr>
<tr>
<td>2</td>
<td>PMD</td>
<td>1.6</td>
<td>All versions of beam search show some similarity with all versions of minmax and queue programs are not shown as similar programs.</td>
</tr>
<tr>
<td>3</td>
<td>Clone DR</td>
<td>1.8666</td>
<td>All versions of beam search show some similarity with all versions of minmax and queue programs are not shown as similar programs.</td>
</tr>
<tr>
<td>4</td>
<td>Proposed Approaches</td>
<td>Only CST</td>
<td>0.14658</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Only EFCST</td>
<td>0.04</td>
</tr>
<tr>
<td></td>
<td></td>
<td>CST &amp; CMT</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>EFCST &amp; CMT</td>
<td>0</td>
</tr>
</tbody>
</table>
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Table 14a. Performance analysis table (without considering CMT) Without CMT

<table>
<thead>
<tr>
<th>Data structure and similarity measure used</th>
<th>Data set 1</th>
<th>Data set 2</th>
<th>Data set 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>CST &amp; s=n/d</td>
<td>0.14658</td>
<td>0.34</td>
<td>0.292727</td>
</tr>
<tr>
<td>CST &amp; s=n[r1-r2]</td>
<td>0.0375</td>
<td>0.0866</td>
<td>0.092727</td>
</tr>
<tr>
<td>EF CST &amp; s=n[r1-r2]</td>
<td>0.0375</td>
<td>0.0373</td>
<td>0.049</td>
</tr>
</tbody>
</table>

The time complexity is max (θ(n) and O(L^2)) where ‘n’ is total number of source lines and ‘L’ is total number of control statements in the program. Time complexity is far less when compared to methods based on AST and PDG. The method also identifies all four types of clones. The proposed algorithms do not take into consideration of statements inside control structures. The current similarity measure can be corrected to consider the statements together with operators and operands. Perhaps errors that are observed currently may decrease significantly.

5. REFERENCES

4. CONCLUSION AND FUTURE WORK
We have proposed two approaches Control Structure Table (CST) and Execution Flow Control Structure Table (EF CST) to detect duplicate code detection. We also suggested Control Metric Table (CMT) before computation of similarity measure. Performance with the addition of CMT has shown tremendous improvements.

Table 14b. Performance analysis table (considering CMT)

<table>
<thead>
<tr>
<th>Data structure and similarity measure used</th>
<th>Data set 1</th>
<th>Data set 2</th>
<th>Data set 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>CST &amp; s=n/d</td>
<td>0</td>
<td>0.0133</td>
<td>0.0436</td>
</tr>
<tr>
<td>CST &amp; s=n[r1-r2]</td>
<td>0</td>
<td>0.00933</td>
<td>0.02</td>
</tr>
<tr>
<td>EF CST &amp; s=n[r1-r2]</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Fig 4: Error graph for proposed approaches without considering CMT

Fig 5: Error graph for proposed approaches without considering CMT
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Abstract: Accessing current and accurate information anywhere and at anytime is becoming a growing interest nowadays. Wireless Application Protocol (WAP) is an application protocol that creates an opportunity to access information of any interest from WAP servers using mobile phones. WAP is an enabling technology based on the Internet client server architecture model, for developing client application for handheld devices or other wireless terminal which usually have less powerful CPU’s, less memory, very restricted power consumption, smaller and variant displays, phone keypads etc. This paper analyses the features of WAP in relation to the well established HyperText Transfer Protocol (HTTP) technology, the web socket API innovations introduced in HTML5, the recent improvements in mobile devices processing capacity by connecting to cloud services and how application can be developed on them using modern tools. The features that are more adapted to client development of micro-devices are used for the technology application test.
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1. INTRODUCTION

Recently, protocol technologies that enable handheld wireless devices to retrieve information have increased, presenting a more constrain on the computing environment compared to desktop computers. Some of the major protocols used in the wireless devices development include Wireless Application Protocol (WAP) and the HyperText Transfer Protocol (HTTP). The recent introduction of HTML5 and its associated Web Socket API has improved developers experience in building mobile applications and even connecting seamlessly to the cloud. services. WAP is an open protocol for wireless messaging, it provides the same technology to all vendors regardless of the network system. The WAP standard described a protocol suite allowing the interoperability of WAP equipment and software with different network technologies, such as GSM and IS-95 (also known as CDMA). The Hypertext Transfer Protocol (HTTP) on the other hand is an application protocol for distributed, collaborative, hypermedia information systems.

The standard development of HTTP was coordinated by the Internet Engineering Task Force (IETF) and the World Wide Web Consortium (W3C), culminating in the publication of a series of Requests for Comments (RFCs), most notably RFC2616 [1], which defines HTTP/1.1, the version of HTTP in common use.

HTTP functions as a request-response protocol in the client-server computing model. The client submits an HTTP request message to the server. The server, which provides resources such as HTML files and other content, or performs other functions on behalf of the client, returns a response message to the client. The response contains completion status information about the request and may also contain requested content in its message body.

In this paper the features of these two protocols that are more adapted to client development of micro-devices client environments that are reusable and user-friendly are presented.

1.1 WAP Technology

The WAP platform is an open specification that addresses wireless network characteristics by adapting existing network technologies (and introducing new ones where appropriate) to the special requirements of handheld wireless devices. WAP is made up of WAP Session Protocol (WSP), WAP Transaction Protocol (WTP), Wireless Transport Layer Security (WTLS), WAP Datagram Protocol and the Bearer Technologies (and introducing new ones where appropriate) to the special requirements of handheld wireless devices. WAP intends to standardize the way wireless devices (mobile phones, PDA, and so forth) access Internet data and services. WAP’s reuse of existing Internet protocols eases the effort in the development of WAP services for Wireless Markup Language (WML) and WMLScript. Wireless handheld devices present a more constrained computing environment and platforms, compared to desktop computers with the Internet connected. The handheld devices tend to have less powerful CPU’s, less memory, very restricted power consumption, smaller and variant displays, phone keypads etc.

Figure 1: WAP technology GateWay

Furthermore, the wireless networks present additional constraints as communication infrastructures. They have less bandwidth, more latency and less connection stability and unpredictable availability. WAP intends to overcome these difficulties by being interoperable, have scalable quality of service, efficient in the mobile network resources, reliable and secure.
WAP allows carriers to strengthen their service offerings by providing subscribers with the information they want and need while on the move. Infrastructure vendors will deliver the supporting network equipment. Application developers and content providers delivering the value added services are contributing to the WAP specification. Enabling information access from handheld devices requires a deep understanding of both technical and market issues that are unique to the wireless environment. The WAP specification was developed by the industry’s best minds to address these issues[2]. Because, WAP is a standardized way for delivering Internet data over wireless networks and capable of addressing the unique characteristics of mobile terminals and wireless networks.

2. THE WAP ARCHITECTURE

The WAP standard defines two essential elements: an end-to-end application protocol and an application environment based on a browser. The application protocol is a communication protocol stack that is embedded in each WAP-enabled wireless device (also known as the user agent). The server side implements the other end of the protocol, which is capable of communicating with any WAP client. The server side is known as a WAP gateway and routes requests from the client to an HTTP (Hyper Text Transfer Protocol) (or Web) server. The WAP gateway can be located either in an Operator premises as illustrated in Figure 1. or in WAP application provider premises with the web server as shown in Figure 2.

Irrespective of the WAP architecture used in an implementation, the core issues is the shielding of the micro-devices with less powerful CPU’s, less memory, very restricted power consumption, smaller and variant displays etc from the challenging Web client processing and handling capacity.

In the WAP network the client communicates with the WAP gateway in the wireless network. The WAP gateway translates WAP requests to WWW requests, so the WAP client is able to submit requests to the Web server. Also, the WAP gateway translates Web responses into WAP responses or a format understood by the WAP client [3].

The wireless application environment provides WAP micro browser for interaction between WAP (web applications) and wireless devices. This browser relies on WAP markup languages such as WML (Wireless Markup Language), WML Script and XHTML MP (Extensible Hypertext Markup Language Mobile Profile).

2.1 The WAP Programming Model

The WAP programming model is similar to the Web programming model with matching extensions, but it accommodates the characteristics of the wireless environment. The WAP programming model is based heavily on the Web programming model. But how does the WAP gateway work with HTML (Hyper Text Markup Language)? In some cases, the data services or content located on the Web server is HTML-based.

Some WAP gateways could be made to convert HTML pages into a format that can be displayed on wireless devices [3]. Because HTML wasn't really designed for small screens, the WAP protocol defines its own markup language WML. WML Script, and XHTML MP is the languages that are specifically designed to develop WAP applications for Mobile devices. These languages adhere to the XML standard and are designed to enable powerful applications within the constraints of handheld devices. In most cases, the actual application or other content located on the Web server will be native WAP contents created with WML (XHTML MP) or generated dynamically using WML Script, Java Servlets or JSP (Java Server Page), or other server side programming languages.

WML is an XML-based markup language that was designed especially to present WAP content on a wireless terminal. WML can preserve the content of variables between different WML pages. The basic unit of WML is the card that specifies a single interaction between the user and the user agent. Multiple cards are grouped together in decks, which is the top most element of a WML file. When the user agent receives a deck, it activates only the first card in the deck. There are no functions to check the validity of user input or to generate messages and dialog boxes locally using WML. Therefore, to overcome this limitation, WML Script was developed. WML Script, which is based on ECMA Script (the standard for java script), is a language that can be used to provide programmed functionality to WAP applications. It was defined to enable
the execution of scripts on WAP devices. The goal of using WML Script is to reduce the number of turn around between the client and the server. It is part of the WAP specification, and it can be used to add script support to the client. Its difference from ECMA Script is that it is compiled into byte code before it is sent to the client. The main reason for this is to cope up with the narrowband communication channels and to keep client memory requirements to a minimum. XHTML is a markup language used to create richer web content on an ever-increasing range of platforms including mobile handsets. It is similar with HTML in its tag definition and syntax, but it adds modularity and enforces strict adherence to language rules. It brings a clear structure to web pages, which is especially important for the small screens and limited power of mobile devices. This WAP programming Model is illustrated in figure 3. The XHTML MP is a mobile adaptation of XHTML by excluding those features not appropriate for devices with small screens. It is a strict subset of XHTML that includes additional elements and attributes that are useful in mobile browsers with additional presentation elements and support for internal style sheets.

Figure 3. The WAP Programming Model

Mobile browsing technology is evolving from WAP 1.x to WAP 2.0, by introducing different enhancements for mobile content development. Especially WAP 2.0 provides support for protocols such as IP, TCP and HTTP. This provides interoperable optimizations suitable to the wireless environment and to the environment that permits wireless devices to utilize existing Internet technologies. WAP 2.0 also provides different application environment, which enables delivery of information and interactive services to wireless devices.

WAP standard defines the future of wireless browsing technology based on the WML, XHTML MP and WAP CSS (WAP Cascading Style Sheet). Both WML and XHTML MP are a reformulation of the XML. XML is a language for marking up structures in text documents and supports the UTF-8 (8 bit Unicode Transformation Format) coding standard. The UTF-8 coding standard supports several languages character set. So WML and XHTML MP can be used to create WAP pages that are encoded as UTF-8. Browsing from wireless terminals supporting UTF-8 encoding becomes possible.

2.3 HTTP Architecture

The innovations that Berners-Lee added to the Internet to create the World Wide Web had two fundamental dimensions: connectivity and interface [4]. He invented a new protocol for the computers to speak as they exchanged hypermedia documents.

HTTP stands for Hypertext Transfer Protocol. It is a TCP/IP based communication protocol which is used to deliver virtually all files and other data, collectively called resources, on the World Wide Web. These resources could be HTML files, image files, query results, or anything else.

A browser works as an HTTP client because it sends requests to an HTTP server which is called Web server. The Web Server then sends responses back to the client. The standard and default port for HTTP servers to listen on is 80 but it can be changed to any other port like 8080 etc.

There are three important things about HTTP, which should be noted:

- **HTTP is connectionless:** After a request is made, the client disconnects from the server and waits for a response. The server must re-establish the connection after it processes the request.

- **HTTP is media independent:** Any type of data can be sent by HTTP as long as both the client and server know how to handle the data content. How content is handled is determined by the MIME specification.

- **HTTP is stateless:** This is a direct result of HTTP's being connectionless. The server and client are aware of each other only during a request. Afterwards, each forgets the other. For this reason neither the client nor the browser can retain information between different requests across the web pages.

Figure 4 below shows where HTTP Protocol fits in communication:

Figure 4. The HTTP Protocol in Communication Model

The set of common methods for HTTP/1.0 is defined below. Although this set can be expanded.

The model makes it possible for a client to reach services on a large number of origin servers; each addressed by a unique Uniform Resource Locator (URL). The content stored on the
servers is of various formats, but HTML is the predominant. HTML provides the content developer with a means to describe the appearance of a service in a flat document structure. If more advanced features like procedural logic are needed, then scripting languages such as JavaScript or VB Script may be utilised.

Figure 5 below shows how a WWW client request a resource stored on a web server. On the Internet, standard communication protocols, like HTTP and Transmission Control Protocol/Internet Protocol (TCP/IP) are used.

Figure 5. A HTTP Client-Server Request-Response Architecture

3. ANALYSIS OF CONTEMPORARY TECHNOLOGIES

It is clear that what we are considering in this work is web mobile development technologies supported by WAP and HTTP. These protocols have a way of supporting web development on mobile devices and even a native-web application development via devices internal client scripting languages. These use the operating systems browser as a runtime environment and are runnable on all mobile operating systems without any installation process [5].

The programming languages to create web applications on WAP include WML, WMLS but on HTTP, HTML5, CSS and JavaScript are used. Those allow platform independent development. The application can be opened by accessing a specific website. A specifically developed and adjusted website mocking a native application in design and functionality [6]. With particular techniques, these web apps can also be used without an Internet connection, as long as the user has saved them on the device once and not cleared the browser’s cache. In iOS, this is achieved via the function “add to home screen”. A third way of developing mobile applications is to combine native and web development. Connecting a container application written in platform specific code with a web app containing the application logic and the user interface leads to a program referred to as “hybrid”. In the most extreme case, the native app contains only a single browser window in full screen, running the web app [7]. The corresponding element is called UIWebView in iOS and WebView in Android and Windows.

As the different development approaches for mobile applications have been shown, the question remains which of these – depending on the applied criterion – offers advantages and disadvantages. The criteria “Content vs. Experience”, “Performance”, “API’s”, “Distribution” and “Development Cost” are to be considered. Those are only a subset of possible criteria and represent those with a clear difference in results.

3.1 Analysis of HTML5, HTTP and Mobile Device Development

Before the development of HTML 4 in 1997, World Wide Web Consortium (W3C) believed that XML is the future of the web even with the good features of HTML4, this view never changed. The strict definitional guideline for development of XML and need to abide by the rules of coding made it look exiting. The development of XHTML lend credence to this view but with the release of HTML5 to simplify developing for the web many new elements were added, along with the addition of several new JavaScript API’s. Previous to HTML 5, playing media on a browser required a plug-in or an application installation [6]. For example playing a Flash game requires Adobe shockwave player but now thanks to HTML5 and its new multimedia elements audio, video and canvas that could be a thing of the past. Although HTML5 is not without faults most see it as a huge leap forward for web development. Its release plays a vital role how web games are developed. Recently there has been a massive expansion of casual ‘pick up and play’ games which are frequently played on social networking sites, smart phones, tablets and web sites this has led to a major shift in the game development industry.

The Canvas element provides a way for developers to draw and manipulate 2D images using HTML and JavaScript to implement movement of a canvas element the image must be deleted and redrawn continuously by the web OS. With the canvas element 2D games can be easily implemented and with the use of vector based images they can be manipulated without losing any quality. Websites such as Facebook have already begun providing an abundance of games showing the effectiveness of HTML5 canvas. The WebGL API is another exciting and innovative feature that allows the customisation of 3D objects by allowing JavaScript to communication with the users GPU. WebGL provides an API that allows 3D graphics to be used with canvas. This could potentially make web browsers a valid gaming platform, which would revolutionise game development.

WebSocket technology provides full-duplex bi-directional communication channels over a single TCP socket in both web browsers and web servers [8]. The WebSocket API provides features in JavaScript that allow the implementation of real-time interactions on applications. For example web based games will be able to provide instant interactions with game objects (such as the canvas images) and provide in game chat functionalities. Combining Canvas and WebSockets allows for the development of a multiplayer web browser
Based games framework [9]. The effectiveness of these new HTML5 features provide information on how these technologies can and are being used.

Normal web communication is achieved using HTTP, the problem with this is that it only allows transfer to occur in one direction at a time. HTTP communications also requires constant web page requests each time new data is required. This results in slow communication between client and server. Current technologies such as Ajax and Comet attempt to speed up this transfer. These technologies attempt to simulate a full-duplex connection, but they are merely a hack and still truly only provide one way communication. Comet uses methods such as long-polling or streaming, these methods however still involve using HTTP requests which causes latency issues. This is where WebSockets come in; HTTP was not designed to support real time communication but WebSockets upgrade this HTTP protocol to a WebSocket protocol. This enables true full-duplex, bidirectional connections, what this signifies is the ability to create real time multiplayer games on web applications. WebSockets portray a massive advancement for real time applications on the web. Although WebSockets do not render Ajax completely obsolete they do however supersede its solution for real time functionality. Originally WebSockets were implemented into all web browsers providing developers with the means to begin creating interactive real time games, however due to security vulnerabilities WebSockets were disabled in a number of browsers including Mozilla Firefox 4 [10].

This security issue has been corrected in the latest version of the WebSocket protocol, which means we can still expect to see multiplayer web based games coming becoming available in the latest web browser OS versions. The potential for WebSockets when used alongside other HTML5 technologies such as Canvas and WebGL is incredible, a number of games have already been created displaying different creative features built with WebSockets. Figure 3 shows an online multiplayer game “Rawkets” which looks similar to asteroids only offering multiplayer free for all game play. The game is in fact quite enjoyable and shows the potential of games, signifying that real time multiplayer Games could begin to expand all over social networking sites in the near future. Another game which adds to this theory is the online social chatting game (Figure 4) “Rumpetroll”, which transforms players into a tadpole floating around space. The real time chat feature from WebSockets can clearly be seen here as the messages sent between players reach each other almost instantaneously. Using WebSockets in these games shows the availability of real time collision detection and chat features, with almost no latency being displayed WebSockets really is the “Quantum Leap” [11] that will bring real-time multiplayer games to the web and mobile devices. The Pusher API [10] enables developers to easily add WebSocket functionality to web games and mobile games, they also offer a number of libraries to be used within your game that explain how to effectively use Pushers client libraries.

With all the new elements of HTML5 and the new JavaScript features there comes an abundance of third party software to optimise features and lessen the learning curve required to delve into these innovative elements.

3.2 HTML5 and the Cloud

It is clear that HTML5 has cross-platform capability and its support is available in any latest mobile device’s browser. So, application made in HTML5 can be run on any devices. Ability to use same application and data from different devices without tedious installations. Here applications and data are stored on cloud and not bound to particular devices. So, we can use it on anywhere, anytime and on any device. HTML5 is lightweight than other alternative like Flash, etc. It has not required extra plug-ins because it has built in support for video, audio, canvas, etc.

If WebSocket connection mechanism is used with deflate compression mechanism in HTML5, network consumption will become efficient which supports HTML5-based cloud phone software platform concept. In that, HTML5 worked as software platform for mobile devices in which all end user functionality of devices is downloaded and cached dynamically from web including all applications [10].

The offline application capability and web storage of HTML5 enabled mobile web browser to bring an offline user interface to users. Web storage is a feature that is intended to overcome the limitation of HTTP cookies. Despite it’s mainly purpose is for state management mechanism, cookies can be used for storing information at client side, at limited size. Using Web storage, client side will have enough space for storing more data. In order to making it capable to operate while offline, Offline web application feature is used. Offline web application allows set of HTTP objects is able to be accessed from browser without having to connect to Internet.

If mobile application is mainly used to display and interact with online content or services, it is better to avoid the native choice. However, if mobile application is mainly used offline, a native app will offer a better user experience.

WebGL [9] APIs have only recently become available in major browsers. WebGL will provide support for highperformance, direct manipulation 3D graphics content that can run without installation in major web browsers. We believe that WebGL will allow even high-performance gaming applications to run efficiently in a standard web browser.

3.3 HTML5 Mobile Application Cloud Architecture

In mobile application cloud architecture HTML5 on the mobile browser connects to the internet which in turn connects to a cloud server via a firewall. The backend data and the cloud services are connected to the cloud server which then provides the services to the mobile devices. This operation is supported by the mobile device OS and the HTML5 components that supports the cloud services.

Common characteristics of mobile web development frameworks supported by this architectures include [12]:

**Cross-platform:** Support for multiple mobile device Platforms allows to deliver app to a wide range of users.

**Lightweight:** Due to current bandwidth limitations, a stronger emphasis on lowering file weight is placed into mobile web development frameworks.

**Optimized for touch screen devices:** Fingers as input devices instead of mouse cursors provide an extra set of challenges in user interface design. Mobile web development frameworks
provide standard user interface elements and event-handling specifically for mobile device platforms.

Figure 6. The open mobster architecture [12]

**Uses HTML5 and CSS3 standards**: Most mainstream mobile devices have web browsers that support HTML5 and CSS3, and so mobile web development frameworks take advantage of new features available in these upcoming W3C specifications for a better user experience.

### 3.3.1. Use of HTML5 Mobile Cloud Computing

The HTML5 breakthrough is mainly represented by the extreme simplification of the web content creation and by the generality of browsers, alleviated from the needs of complex plug-ins.

These new features are ensured by completely new syntactic elements (like `<video>`, `<audio>`, `<canvas>`), by hooks toward other standards (e.g. the possibility of using Web Socket [8]) or by extending existing elements for recent interaction modes (e.g. from on Click to on Touch functionalities).

The `<canvas>` element is the enabler for real-time drawing of complex graphical content (paths, boxes, circles, characters and images) and gives the possibility for dynamic update and creation of the web content on the fly, by using JavaScript [8].

Beyond AJAX (Asynchronous JavaScript And XML), in order to ensure content delivery, HTML5 uses Web Socket, a new mechanism for establishing a connection between the server and the client.

### 4. DESIGN AND TECHNICAL CHALLENGES OF WAP AND HTTP

There are design and technical challenges that these technologies face which must be remedied in the new technologies. When new technologies such as HTML5 makes entry into mobile application development, there is a need to correct and improve the challenges. These design and technical challenges are found in HTTP and WAP.

#### 4.1 HTTP Design Challenges

The major challenge of HTTP is in its very nature which is its Request-Response design as illustrated in figure 5. In the time HTTP was developed it was design to give a single response for every single request. This means that for 1 million response there is a corresponding 1 million request. This approach of having HTTP Response for each HTTP Request, is a huge drawback when having dynamic real-time updates sent from the server to the client (browser), requiring a lot of extra-traffic for each packet. This is too much burden on the network as well as on the server. Mobile lightweight nature low network capability will not easily adapt to that challenge. This made designers to develop Asynchronous JavaScript And XML (AJAX) in the preceding years when XML was seen as the answer even by W3C.

However, AJAX was not a complete solution since it has certain drawbacks inherent in HTTP. On the one hand, AJAX (Asynchronous JavaScript And XML) is used for creating asynchronous request from the client to the server and for receiving server side responses in the same manner. Hence, any server request results in creating an XMLHttpRequest. Once the server receives this request, it parses it and sends the corresponding response to the browser as HTTP Response. This improves the dynamic real-time updates sent from the server to the client but does not eliminate the HTTP circle.

On the other hand, HTML5 Web Socket API supports bidirectional, full-duplex communication over a single socket. A Web Socket based communication is established by sending from the client to the server, a simple HTTP Request for upgrading its connection type to Web Socket. If the server positively answers with the Web Socket upgrade message, the subsequent messages are exchanged by using the Web Socket API. The compression mechanisms vary with the connection type: The HTTP provides both gzip and deflate supports [8], while in the Web Socket case, deflate is the only available mechanism [8]. Considering the user interaction, HTML5 reconsidered and extends the previous elements so as to deal with the interaction modes.

Hence, mobile application developed with HTML5 framework will give better performance over web based mobile cloud application requiring high bandwidth. Mobile application will also run across platform efficiently and it will not have any constraint of any proprietary system. Resource starved application which have required more resources like memory, processing will easily run on mobile devices by using appropriate cloud services.

#### 4.2 WAP Design Challenges

We have clearly specified that the languages supporting WAP technology is WML and WMLScript. One of the major set back of the technology is the language-WML. WML cut users off from the conventional HTML Web, leaving only native WAP content and Web-to-WAP proxy-content available to WAP users. The technology was provided custom-designed content by reducing complexity interface as the citizens of many nations are not connected to the web at the inception of the technology and have to use government funded and controlled portals to WAP and similar non-complex services.

There was equally an under-specification of terminal requirements which meant that compliant devices would not necessarily interoperate properly. This resulted in great variability in the actual behavior of phones, principally because WAP-service implementers and mobile-phone manufacturers may have not obtained a copy of the standards or the correct hardware and the standard software modules. As an example, some phone models would not accept a page more than 1 Kb in size; others would downright crash. The user interface of devices was also underspecified: as an
example, accesskeys (e.g., the ability to press '4' to access directly the fourth link in a list) were variously implemented depending on phone models (sometimes with the accesskey number automatically displayed by the browser next to the link, sometimes without it, and sometimes accesskeys were not implemented at all).

Mover WML have Constrained user interface capabilities making terminals with small black-and-white screens and few buttons, like the early WAP terminals, face difficulties in presenting a lot of information to their user, which compounded the other problems: one would have had to be extra careful in designing the user interface on such a resource-constrained device which was the real concept of WAP.

Developers were also not offered good authoring tools that could allow content providers to easily publish content that would interoperate flawlessly with many models, adapting the pages presented to the User-Agent type. This could have provided solution to the interface constrain WML problems. However, the development kits which existed did not provide such a general capability. Developing for the web was easy: with a text editor and a web browser, anybody could get started, thanks also to the forgiving nature of most desktop browser rendering engines. By contrast, the stringent requirements of the WML specifications, the variability in terminals, and the demands of testing on various wireless terminals, along with the lack of widely available desktop authoring and emulation tools, considerably lengthened the time required to complete most projects. The many mobile devices supporting XHTML, and programs such as Adobe Go Live and Dreamweaver offering improved web-authoring tools, it is becoming easier to create content, accessible by many new devices. This created massive exodus from WML.

Lack of user agent profiling tools and database of device capabilities made it difficult to know which devices users are using to get the correct content.

Often when a technology neglects content providers then it seem to be heading to extinction. Some wireless carriers had assumed a “build it and they will come” strategy, meaning that they would just provide the transport of data as well as the terminals, and then wait for content providers to publish their services on the Internet and make their investment in WAP useful. However, content providers received little help or incentive to go through the complicated route of development. Others, notably in Japan, had a more thorough dialogue with their content-provider community, which was then replicated in modern, more successful WAP services such as i-mode in Japan or the Gallery service in France.

The challenge of lack of openness in the technology also scared away developers. Many wireless carriers sold their WAP services as “open”, in that they allowed users to reach any service expressed in WML and published on the Internet. However, they also made sure that the first page that clients accessed was their own “wireless portal”, which they controlled very closely. Some carriers also turned off editing or accessing the address bar in the device’s browser. To facilitate users wanting to go off deck, an address bar on a form on a page linked off the hard coded home page was provided. It makes it easier for carriers to implement filtering of off deck WML sites by URLs or to disable the address bar in the future if the carrier decides to switch all users to a walled garden model. The vendors, phone manufacturers and W3C must have learned the importance of developers in the sustenance of any given technology.

5. PERFORMANCE ANALYSIS OF WAP, HTTP AND HTML5

The performance of the technologies on varying phones and mobile devices will be analyzed in other to find the adaptability of the technologies to mobile developers and how widely applications in the market places have deployed the technologies. The period that will be under consideration is 2005-2015 a period of ten years and the data that will be used in the analysis is a secondary data. The analysis will use WML adaptability and development for evaluating WAP technology. HTML version 3 and below for simple HTTP request-responses and HTML5 for web socket and other recent improvements [13].

In figure 7 the plot of the performance of this technologies estimated based on the number of deployments, resulting in mobile application development over a period of ten years gathered from W3C and Mobile vendors shows an amazing result. In 2004 HTML5 development started [13] hence in 2005 performance was zero since the technology is still at its infancy. WAP was up and running as indicated in figure 7. It is important to note that by 1997 HTML4 had been released making HTML3 which uses pure HTTP request-response to move down-wards. From the chart WAP was on the rise from 2005 to 2007 and by 2008 HTML5 deployment was already at par with HTML3 but still far below WAP deployment [14]

Figure 7. Plot of performance of the Technologies over the a period of ten years.

Due to the flexibility of HTML5 it continued a steady rise on mobile application development while WAP continued to decline as the years goes by and improvement continues in HTML5 mobile capability. HTML3 and WAP seem to continuously remained on the decline and many modern smart phones and PDAs do not have WAP specification for them at all. One may ask if that is the end of the road for the WAP technology or if Japan and Asia nations that still support WAP will do a technological reversal either in WAP, Dynamic WAP or any future WAP technology upgrade. Only the future can tell where the WAP technology is headed but the continuous improvement in HTML5 is making matter worse.
since it seems to by integrating many other scripting technologies which were separate from the HTML developers have known.

5.1 WAP Performance Challenges

The challenge is that WAP (WML) still rely heavily on WMLS for dynamism and WMLS is only a subset of ECMAScript (JavaScript) which HTML5 developers are already trying to integrate into the main stream of HTML5 technology [15]. The one application for all mobile devices which HTML5 have achieved and is further improving upon make matter worse when compared to the variations in specification for different mobile devices which is used in WAP. It is even worse that many new devices do not have WAP specifications making difficult if not impossible for developers to adapt in those devices.

Moreover the time spent in developing the same application for different devices can be used in improving the single application that will run in different devices. The time may also be used in developing different applications which will make more fortune for the developers.

6. CONCLUSION

Mobile application developed with HTML5 technology will give better performance over simple HTTP web based mobile application and WAP based Mobile application. The support of HTTPS in enabling Mobile application to run on cross platform efficiently means it will not have any constraint of any proprietary system. It also imply that resource constrained application which have required more resources like memory, processing will be run on mobile devices by using appropriate cloud services. The WAP technology seem to be at the verge of been abandoned by developers making the technology to be on its way to extinction if its supporters do not act very fast. The investment in its development and expansion will coolly go down the drain just as many investments in different obsolete IT technologies. Simple HTTP technology supported in HTML1 to HTML3 and even HTML4 may still remain for beginner developers and classic applications that lay on the internet for mobile devices which usage has continued to decline. W3C and mobile browser developers may not scrap the support of this versions immediately but there is a clear possibility in the nearest future that many mobile browsers may not continue to support them.

HTTP as an internet technology will continue to support HTML5 and even the newer technologies but they may no longer be the base for the architectural development of the mobile development technologies. In conclusion the research have analyzed selected mobile technologies and have presented their architecture with the aim of analyzing their strength and weaknesses and recommend actions to both technology vendors and mobile developers.

6.1 Recommendation

In the light of the analysis and the result presented in figure 7 developers may have no option than to jump into the HTML5 band-wagon in their effort in developing web mobile application that will be efficient and developed once for majority of mobile devices. The growth of Android Operating System and its support for HTML5 support browser seem to add benefit of usage across different mobile devices powered by Android. Apple and Microsoft supported mobile devices are also not exempted. Developers investment in WAP development even if it is little my end up as an academic exercise if the vendors are not offering free and efficient tools and support. The lower versions of HTML have no future in mobile development but may still be very relevant in desktop development since many classic web site are not likely to go away in the nearest future and may still need to be supported by tomorrow browsers.

6.2 Future Work

In future, HTML5 will be very useful in the application field of mobile gaming, mobile healthcare, mobile commerce, mobile learning. Complex mobile application requiring high processor capability will be executable on mobile devices by leveraging cloud service for mobile application. We may need to find out whether the end of the road has come for WAP. Research can also be carried out on how to create a cloud computing application which uses Software as a Service for executing HTML5 application using Mobile Web Development Framework such as Phone Gap, Sencha, etc.
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Abstract: Upon invent of object-oriented database, the concept of behavior in database was propounded. Before, relational database only provided a logical modeling of data and paid no attention to the operations applied on data in the system. In this paper, a method is presented for query of object-oriented database. This method has appropriate results when the user explains restrictions in a combinational matter (disjunctive and conjunctive) and assumes a weight for each one of restrictions based on their importance. Later, the obtained results are sorted based on their belonging rate to the response set. In continue, queries are explained using XML labels. The purpose is simplifying queries and objects resulted from queries to be very close to the user need and meet his expectation.
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1. INTRODUCTION

Upon paying attention to the data existing around ourselves, we understand that plenty of these data may not be stored to the same existing form. For storage of this type of data as well as combined and complex data existing around ourselves, we have no option but to use the new type of database that can record complex and combined data, therefore we approach to object-oriented database.

Contrary to the relational database (classic) that availability samples in certain perceptual level are exhibited by table records, in object-oriented database, objects are observed; in other word, queries in this type of database are similar to classic database, but responses are different. Database queries are analyzed in this paper as simple and combined modes. In combined mode, disjunctive and conjunctive queries were used. In continue, queries are explained by XML labels. In second part of paper, background and in third part, Related Works and in fourth part, Proposed Method was presented. The queries are explained by disjunctive and conjunctive predicate, in addition can be stored by XML labels. Fifth part was allocated to Case Study and sixth part to Conclusion.

2. BACKGROUND

The background of this study includes object-orientation concept, object-oriented database and XML.

2.1 Concept of object-orientation

Object-orientation emphasizes on the objects, in the object-oriented programming, the objects are propounded abstractly. Object-oriented programming is a modern style therein components may be created and used in different programs. Readability of programs written in this method is high and their testing, fault detection and amendment is easy. Object-orientation is formed based on several principles, as follows:

- Inheritance: In object-oriented programming, the concept of inheritance is used frequently. There are classes that inherited their attributes from main classes referred to as super class. Reusability of code is one of main advantages of inheritance.
- Encapsulation: it is referred to as placing implementation in a capsule so that external user is not aware of implementation procedure and only knows that this capsule performs a specified work.
- Polymorphism: Assume that you inherit the characteristics of father and his works, but do it in another manner. It is just the same thing that is called polymorphism.
- Abstraction: abstracting! It is referred to an abstract class that methods are implemented therein.
- Interface: it shows the relationship between objects.

2.2 Object-oriented database

The weaknesses of relational model caused the experts to think of make new models that one of their best types is object-oriented model. Maximum object-oriented power is arising out of its ability in real world modeling phenomena. Object-oriented databanks model combines the power of object-oriented languages and data storage and retrieval systems and converted to very powerful systems. Definition of concepts such as class, inheritance and polymorphism etc. has empowered it extraordinarily. In the object-oriented databank model, the data is stored only as shape and includes the relationship between data, attributes, restrictions and time and place problems. In the object-oriented model, each phenomenon is related to a class and output of queries may be a part of an object or combination of a few objects.
2.3 XML (extensible markup language)
Extensible Markup Language (XML) is a language for showing data that was standardized by consortium web W3C [1]. Within recent years, XML has been taken into consideration as a standard language and structure for exchange and exhibition of data on various applied program particularly in web-based applications. Following web integration and continuous production of a great volume of electronic data, XML has been converted to a standard for electronic exchange of information documents. The XML can be used in the following:
- Exchange the data between disparate applications, businesses and databases.
- Enable a model to display the same data on various devices with different purposes and readers.
- A suitable format for storing data.

3. RELATED WORKS
Upon upraising the demand and need to new methods for working with the data and relationships between these data and applied programs focusing on enormous volume of data, it was proved that object-oriented databases are better than relational database and other databases.
Fong [2] proposed a reengineering engineering methodology for transfer of an EER model to object modeling technique (OMT) for production of object-oriented database plan. In this paper, a series of mapping rules from EER model to general object-oriented model were provided.
In [3], a language was presented that one of its characteristics is defining classes that differ from other classes in a few aspects. It is possible through separating the concept of “type” and “class” and allows queries compilers to detect the type errors even at the presence of objects contrary to the definition of classes.
In [4], an independent query language with high class range was introduced for visual and alphabetic database management that is called PICQuery.
In [5], XML in the most specific state is assumed as database and XML documentations are self-defined, means that structure and name of types are specified at the use time. In addition, data may be presented in two tree and graph forms.
In [6], a software was offered for direct use of Query languages on XML. Whereas class was formed based on XML schema, at this stage, the defined samples of class may be easily shown in XML document as below:

```xml
<Object Class Name>
    <Attribute1>Value </Attribute1>
    <Attribute2>Value </Attribute2>
    ...
    <AttributeN>Value </AttributeN>
</Object Class Name>
```

4. THE PROPOSED METHOD
Our proposed method is mapping queries by XML, designing an object-oriented database and applying on the queries. In this paper, the queries can be stored with XML labels. So, labels in XML may be presented for support of object-oriented database.

4.1 Definition of class structure in XML document
To define class structure in XML, respective class must be shown in XML schema. For this purpose, class exhibition must be mapped to DTD schema.

```
<CLASS Name> &lt;ATTRIBUTE1 &gt; VALUE &lt;/ ATTRIBUTE1 &gt;&lt;ATTRIBUTE2 &gt; VALUE &lt;/ ATTRIBUTE2 &gt;... &lt;/CLASS Name&gt;
```

**Figure 1. Class mapping by DTD**

4.2 Exhibition of samples of class in XML document
Whereas class was formed based on XML schema, at this stage, the defined samples of class may be easily shown in XML document as below:

```
<Object Class Name>
    <Attribute1>Value1 </Attribute1>
    <Attribute2>Value2 </Attribute2>
    ...
    <AttributeN>ValueN </AttributeN>
</Object Class Name>
```

4.3 Query procedure
Query processing in the object-oriented database refers to a process therein objects of classes are selected that meet the
designated condition. In the method proposed by Zung Ma, it was not possible for the user to prioritize his assumed attributes and only membership rate of each object in the relative class ($\mu$) was analyzed. In the proposed method of this paper, upon allocating weight to queried attributes, setting the priority of each attribute in the query is assigned to the user. Therefore, syntax rule of a SQL query based on object-oriented database will be as follows:

```
SELECT <attribute list> FROM <class1, ..., classm> WHERE <query condition>
```

In above relation, attribute list includes the attributes that are going to be appeared in the output and related to the objects that meet the user condition. The classes that are written in front of FROM include classes that query operation is performed therein. Query condition is a condition that user expected to be met. Queries related to object-oriented database may be written in XML format that a sample thereof is shown in figure 2:

![Figure 2. Schema of Select query using XML](image)

5. Case study
In this part, the book information registration system is used for evaluation of proposed method. In this system, the books information is registered so that different books can be searched based on different fields. In addition, considering proposed method, insert, delete, select and edit operation of XML object-oriented database is carried out.

The classes related to book information registration system include two classes in the name of book and Author with the below-mentioned particulars:

Class Book {
    Int ID;
    String Title;
    String ISBN;
    String Publisher;
    Date Date;
    double Price;
    Float Weight;
    String Subject;
    Author Author; //Object as Data in Object Oriented Database
}
Class Author{
    String FirstName;
    String LastName;
}

According to the defined classes and proposed method, a mapping to DTD model must be applied to obtain XML document related to respective system, easily.

```
<!ELEMENT Book(ID, Title, ISBN, Publisher, date, Price, Weight, Subject, author)>
<!ATTLIST Book ID CDATA #REQUIRED>
<!ELEMENT Title (#PCDATA)>
<!ELEMENT ISBN (#PCDATA)>
<!ELEMENT Publisher (#PCDATA)>
<!ELEMENT Date (#PCDATA)>
<!ELEMENT Price (#PCDATA)>
<!ELEMENT Weight (#PCDATA)>
<!ELEMENT Subject (#PCDATA)>
<!ELEMENT Author(FirstName, LastName)>  
<!ELEMENT FirstName (#PCDATA)>
<!ELEMENT LastName (#PCDATA)>
```

6. Conclusion
In this paper, a method was presented for showing samples of class in the XML database and so the concept of XML object-oriented database was defined. Furthermore, different queries related to XML object-oriented database was defined and showed. Consequently, the concepts of object-oriented database and its relevant queries can be shown by XML labels.
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Abstract: The complexity of software development abstraction and the new development in multi-core computers have shifted the burden of distributed software performance from network and chip designers to software architects and developers. We need to look at software development strategies that will integrate parallelization of code, concurrency factors, multithreading, distributed resources allocation and distributed processing. In this paper, a new software development strategy that integrates these factors is further experimented on parallelism. The strategy is multidimensional aligns distributed conceptualization along a path. This development strategy mandates application developers to reason along usability, simplicity, resource distribution, parallelization of code where necessary, processing time and cost factors realignment as well as security and concurrency issues in a balanced path from the originating point of the network application to its retirement.
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1. INTRODUCTION

The software strategy referred in this work proffers solution to distributed software development by using the abstraction of user requirements and design-time distribution of processes across multi-core computer powers in multidimensional visualization, network development, parallelism and alignment of conceptualization along a path known as the EE-Path [1]. The technique uses ideas in computational geometry in trying to resolve a given network, parallelism and distributed software engineering problem. It is common to see software specified from the view point of the owners and from the ideas of similar existing application. It can also be seen from the point of cost and benefit as well as processing time and computer resources in a combined or peered manner.

Multi-core computers have shifted the burden of software performance from chip designers to software architects and developers. In order to gain the full benefits of this new hardware, we need to parallelize our code [2]. Parallelization, therefore, need a design strategy that can guide the software development process in a distributed system from the inception to the deployment of the software.

The goal of this paper is to use a development strategy (EE-Path) that aligns parallelization, usability, distribution, user requirement abstraction along a balance path during software development. Since we must overcome software complexity paradox to achieve the level of simplicity demanded by users we must think not just along the specified requirements of the user as classical strategy demand but also on the unspecified requirements and machine commitment which belong to the other dimensions in the EE-path. The weakness in the other strategies is their inability to distribute software design and development load across processes and processors as well as the unspecified requirements into the software building plan. They often ignore or allow programmers to take distribution and parallelism responsibility. Problems often arise where programmers depend on the software plan in developing the system.

2. PARALLELIZATION

Parallelism is a form of computation in which many calculations are carried out simultaneously, operating on the principle that large problems can often be divided into smaller ones, which are then solved concurrently, or ‘in parallel’. Parallelism is all about decomposing a single task into smaller ones to enable concurrent execution [2]. Usually, processor would execute instructions sequentially, which meant that the vast majority of software was typically written for serial computation. While we were able to improve the speed of our processors by increasing the frequency and transistor count, it was only when computer scientists realized that they had reached the processor frequency limitation that they started to explore new methods for improving processor performance [3]. They explored the use of the germanium in place of silicon, co-locating many low frequency and power consuming cores together, adding specialized cores, 3D transistors, and others. In this era of multi-core processors exploiting large-scale parallel hardware will be essential for improving application performance and its capabilities in terms of executing speed.

Multithreading can be on a single-processor machine, but parallelism can only occur on a multi-processor machine. Multiple running threads can be referred to as being concurrent but not parallel. Concurrency is often used in servers that operate multiple threads to process requests. However, parallelism is about decomposing a single task into smaller ones to enable execution on multiple processors in a collaborative manner to complete one task. Distributed systems are a form of parallel computing; however, in distributed computing, a program is split up into parts that run simultaneously on multiple computers communicating and sharing data over a network. By their very nature, distributed systems must deal with heterogeneous environments, network links of varying latencies, and unpredictable failures in the network and the computers.
3. THE SOFTWARE DEVELOPMENT STRATEGY

The EE-Path software development technique aims at resolving the software development complexity resulting from improper or lack of provision for the Unknown network, parallelism and user requirements at the time of the software specification. An architectural pattern understanding is complex in terms of the three quality attributes: modifiability, performance, and availability. Software architects on the other hand think in terms of architectural patterns [4]. However, what the architecture needs is a global characterization of architectural patterns in terms of the factors that affect quality attribute behaviour so that a software design can be understood in terms of those quality attributes. Software engineers must not shay away from complexities of seemingly intractable parallelism concerns in specifying software requirement analysis and design.

The quality attributes of architectural patterns are the design primitives of the software and they are system independent. In designing software architecture for a product line, the long life and the flexibility of the software must be of paramount importance. The full set of requirements of the system is sparsely known. When the actual products are created there still remain the Unknowns or better still the unknowable in the product line. New users may emerge, newer needs may arise and working environments may change such as operating system, databases, server changes and machine speed improvements, multi-core processor changes. These changes will drive the entire system to reflect the realities of the trend, creating the need for rapid response to such changes. Our software development strategy provides a solution to this need by making architectural provision for the Unknown and also a room for the Unknown in the entire life cycle of the software.

In areas where parallelism is previously envisaged dummy checks can be deployed to recover from drawbacks such as system slowdown, thread race conditions and unforeseen dependencies.

The Unknown implies all the unspecified requirements of the software at inception. It also includes all the unforeseen user need that could give rise to the deployment of parallelism such as video and heavy image inclusions in software. It seems that irrespective of the software development method used, it is the user or software client that specifies what the software is to do. Irrespective of the way it was specified or the way the information is collected the target of the software will depend largely on what the users or software clients actually want whether they know what they want or not. It is also true that in most cases the users do not know how to specify the details of what they want even when they are well consulted. Some of their specifications are capable of compromising speed, multi-core processor efficiency and concurrency. Clients may not be software gurus and may not specify the software requirement to the extent that all requirements are covered. Even where all requirements are covered, external environmental factors such as operating system changes, network expansion or upgrades and database upgrades, introduction of new data for processing, new formulas as well as security loop holes may make the software vulnerable, and the need to update the software based on the new requirements may arises. These unforeseen requirements we generally refer to as the Unknown.

The capturing of the Unknown involves software abstraction embedded in the conceptual architecture of the system. The conceptual architecture is one of four different architectures identified by Hofmeister, Nord and Soni [5]. It describes the system(s) being designed in terms of the major design elements and the relationships among them. The EE-Path strategy determines the balance of the known architectural drivers, the known environmental factors, the known parallelism conditions, the known user simplicity factors as well as all other hidden factors (Unknown). The software is then built along this path at least conceptually. A model of the EE-Path strategy is illustrated in figure 1.

The architectural drivers are the combination of business, quality and functional requirements that “shape” the architecture. The known architecture drivers are represented in the y-axis while the unknown architectural drivers are represented in its shadow as Architectural drivers 2. Similarly, other well known parallelism requirement specification are represented in the z-axis while their unknown is also represented using its envisaged shadow as Others RS 2. In analysis, design and construction the EE-Path takes all the axis into consideration as providing the necessary balance it requires to remain on its path of move as the software tends to retirement. The EE-Path will terminate at a point when the software peters out, but the issue of when this will take place also throws up another unknown.

![Figure 1: The EE-Path Software Strategy Model](image)

Newer upgrades are more likely to surface with additions of parallelism requirements that were hitherto unknown at the earlier versions when the software first hit the market. In integrating parallelism, two types of data parallelism are considered:

- Explicitly Data Parallelism
- Implicitly Data Parallelism

In Explicitly Data Parallelism one just plans a loop that executes in parallel. This can be done by adding OpenMP
In Implicitly Data Parallelism one just call some method that manipulates the data and the infrastructure (i.e. a compiler, a framework, or the runtime) that is responsible for parallelizing the work. For instance, the .NET platform provides LINQ (Language Integrated Query) that allows the use of the extension methods, and lambda expressions to manipulate the data like dynamic languages. The following example demonstrates implicit data manipulation and parallelism:

**C# implicit data manipulation using LINQ**

```csharp
string[] students = { “Bartho”, “Yuntho”, “Barry”, “Friday”};
var student = students.Where(p => p.startsWith(“B”));
```

**C# parallel implicit data manipulation using LINQ (Note the AsParallel method)**

```csharp
string[] students = { “Bartho”, “Yuntho”, “Barry”, “Friday”};
var student = students.AsParallel().Where(p => p.startsWith(“B”));
```

In language and compiler-based parallelism, the compiler understands some special keywords to parallelize part of the code; for example, in OpenMP you can write the following to parallelize a loop in C++ [6]:

```csharp
#pragma omp parallelfor
for (int j = 0; j< max; j++)
{
    Num[j] = 1.0;
}
```

Language and compiler-based parallelism is easy to use because the majority of the work falls on the compiler. In library-based parallelism, the programmer should call the exposed parallel APIs. For example, if one want to parallelize a for loop in .NET 4 (C#, or VB) a call on For method from the System.Threading.Parallel class will suffice in C#:

```csharp
Parallel.For(0, max, j =>
{
    Num[j] = 1.0;
});
```

This method accepts two integers (from, to) and delegates to the loop body.

**4. EE-PATH IN THE APPLICATION LIFE CYCLE**

The EE-Path is a very flexible strategy. It is suited for complex, highly interactive applications, where very high integration is required providing good utilization of underlying hardware within the network and within the multi-core machine. The strategy promotes reusability of application components and possibly performance since design components planned as unknown is reused when the requirement gets clear. Software requirements have functional both abstract and concrete, quality and business constraints. The abstract requirements are used to generate the software design while the concrete requirements are used to validate the decisions made as a result of the abstract requirements [7]. The EE-Path remains a guiding path which the requirements need to follow during the specification. The path is not introducing any requirement but it provides a structure and a reference point in the specification of the software requirements. The use case has the functionality in the system that gives a user a result of value and captures the functional requirements [7]. The use case therefore needs to be projected along the EE-Path to be able to reflect both the known and the unknown requirements.

Klain [9] believes that the choice of architectural style is based on the architectural drivers for the design elements that fit the need at hand. We however believe that architectural style should not just be based on the need at hand but also on envisaged need and the unknown future needs. These unknown needs should be represented using any appropriate representation in the architecture. Design consideration also must take into account the specified unknown so that the unknown can be well specified at least at the abstract component design level where commitment is yet to be made to actual software components. The unknown is therefore well represented in the modular design and aggregated in the object-oriented class abstraction even if the abstraction is at worst a dummy. The class abstraction has an inert effect at making sure some force is exerted to keep the software development effort on the EE-Path. In the path, the logical, process, implementation and deployment views are realigned with the parallelism views even when the software is targeted at a standalone machine. The standalone can be multi-core and can equally migrate easily to multi-user when new requirements surface. This path alignment boosts the modifiability of the software even when it is already deployed.

**5. DISCUSSION OF EE-PATH BENEFITS AND PARALLELISM**

The EE-Path strategy increases the usability of software since aggregation is encouraged by patterning one or more actions on more than one object, even when the object is unknown. It also makes the system, rather than the user, responsible for iteration. Furthermore, it is very easy to recover from failure since the unknown is taking into consideration right from the architectural stage of the software. Recovery could easily be based on the unknown functionality of the environment, such as OS failure and machine failures and even unknown dependency conditions in parallelized system implementation.

In order to take advantage of the EE-Path in software development specification for multi-core machines, programs must be parallelized. Multiple paths of execution have to work together to complete the tasks the program has to perform, and that needs to happen concurrently, wherever possible and in an integrated manner with other requirements. Only then is it possible to speed up the program. Amdahl’s law expresses this as [10]:

$$ S = \frac{1}{1 - P} $$
where $S$ is the speed-up of the program (as a factor of its original sequential runtime), and $P$ is the fraction that is parallelizable.

Determining when and where in the software to inject parallelism is a challenge and if wrongly decided could have retrogressive consequences hence most of decision could be provided as unknown at certain stage of the system. The good thing in the EE-Path is that strong provision is made for its implementation at worst as a dummy implementation. This will help developers to plan ahead even when it is not feasible to implement it at the earlier releases of the software. One probably do not need to parallelize if the application is really simple and the code is running fast enough already. But we know that a simple application today may turn to a complex application with time and a fast code could slow down when new users use it in a network or when newer features are added hence the need to plan for the unknown via the EE-Path. Network applications use shared data, hence dependency issues can be planned using the EE-Path to take other factors into considerations to avoid pitfalls of delays as a result of dependency and thread locks. Decisions when made at the planning stage guides developers in the choice of parallel frameworks and APIs to use during the application implementation. These will help in leveraging the power of all the extra cores on developers and users machines. The EE-Path strategy encourages developers to leverage their knowledge and also to develop systems in relatively unfamiliar parallelized contexts as offered by distributed application environments. The unknown is not fixed but it remains the unknown as long as it has not been unraveled and since no human can have full and final insight of any matter at any given time, progressive development is encouraged by our strategy.

6. OUR CONTRIBUTIONS.

In this paper, we incorporate a new software strategy which is able to implement a multidimensional requirement visualization of three or more lines of simultaneous requirement alignment. It inculcates the unspecified requirement that we see as forming the core of modern system design and allow parallelism requirement analysis and design to varying level of implementation. When the requirement is not needed at the moment we postulate it can be allowed to be implemented as an abstract class in the system without any derivation or with dummy derivation. Some of the requirement issues to be considered include security, concurrency, interoperability, reusability and the Unknown. The Unknown class can be specified with all possible abstraction that can be modified in the future when the need for the Unknown requirement arises. This design technique takes care of the Unknown making the system to be extendible without the need to redesign the system. This design technique takes care of the light-speed changes in requirements resulting in the development of newer versions of software within very short period of time ranging from few days to few months. It breaks parallelism conditions in the software requirement to determine where it can be implemented to maximize speed. It also articulates pitfalls to avoid deployment of parallelism to those areas where parallelism could lead to processing slow-down or incorrect generation of result. There are many parallelism frameworks, and debugging tools aimed at simplifying the task of parallel programming, such as:

Intel Parallel Studio, Microsoft CCR and DSS, MS PPL - Microsoft Parallel Pattern Library (was released in 2009 Q4), MS .NET 4 - Microsoft .NET Framework 4 (will released in 2009 Q4), Java 7 (will release in 2009). PRL - Parallel Runtime Library (Beta 1 released in June 2009) [2]. Software engineers need to integrate this entire requirement in system development early in the system life-cycle while making provision for the unknown.

7. CONCLUSION

The EE-Path software development strategy provides a means of guiding developers and software architects in qualitative measures of marginal building blocks in choosing and developing architectural styles and in conceptualization of the system at hand from the inception to the conclusion. Based on the evaluation of software complexity and other models it can be seen that if the EE-path is followed, a better preparation for the unknown is made. Furthermore, it can be seen that for the parallelization of network application the EE-Path model offers variables for consideration and integration of other factors and requirements in the development of software in a hitherto different network platforms. These provide improved standardization of development even at the architectural level of software development. It can therefore be concluded that developing network software using the EE-Path concept results in building a software today with provision made for change which itself appears to be a constant in the world of software engineering.
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1-INTRODUCTION

MANET is a collection of independent mobile nodes. In such a network, nodes can move freely and randomly. Network topology frequently changes and is unpredictable. This type of networks are limited in terms of resources such as power, memory and processing power [1].

Routing data packets in the network according to specific features of MANET, requires special mechanisms. In MANET, due to mobility of nodes and depletion of battery of nodes, the obtained paths are destroyed and data forwarding faces with failure and delay. In the event of any of these two events, the obtained routes will not be valid anymore and therefore the route discovery phase should be done again.

Re-running path discovery, imposes additional costs to the network, delays data forwarding and consumes network resources such as power and bandwidth. In the most of the existing routing protocols, there is a high probability to frequently select a node for data forwarding. This leads to high depletion rate of the node and cause the node to die and thus affects the network connectivity.

A routing protocol in ad hoc networks must be efficient in terms of energy consumption. This protocol must consider all aspects and factors of ad hoc networks to save energy. This is due to the nature of wireless networks which are battery constraint. Dynamic source routing (DSR) [2] and Ad hoc on demand distance vector (AODV) [3] routing protocols have been developed as the basic and most popular routing protocols by the Network Community for MANETs. However, these protocols have not been developed for energy efficient routing. Feeney [4] showed that these protocols are not optimized for energy efficient routing. Energy efficient routing have entirely different criteria than traditional metrics such as end to end delay and throughput and so on. So many researchers based on these protocols, have been proposed their own energy aware protocols.

Routing protocols in MANET are classified to reactive, proactive and hybrid ones. In this paper we focus on reactive routing protocols. The most famous of reactive protocols are DSR and AODV protocols. Most of the energy aware protocols consider these protocols as the underlying protocol to provide a new energy aware protocol. For example, the EDDSR protocol [8] is based on DSR and EA_AODV [17] and EEAODR [14] protocols are based on AODV. These protocols modified discovery/reply/maintenance phases of the traditional routing protocols to provide energy efficiency features.

The remainder of the paper is organized as follows. section 2 introduces some basic concepts about energy issues in MANET. section 3 introduces famous reactive protocols in MANET. Section 4 presents an overview of energy aware routing protocols in MANET and section 5 presents the conclusion of this paper.

2-BASIC DEFINITIONS FOR ENERGY AWARE ROUTING

In ad hoc networks, nodes are powered by batteries. Energy, communication and computational capacity at each node are limited. Nodes that lose all their energy, can not recharge their batteries and thus are removed from the network. For the below reasons, energy consumption management must be done:

~Limited energy storage: the nodes have limited battery power.
Battery replacement problems: in situations such as floods, earthquakes and battlefield, recharging or battery replacement is very difficult.

- Lack of a central coordination: Due to the distributed nature of these networks and the lack of a central coordinator and multihop routing, some nodes act as relaying nodes and if the traffic load is heavy, it can consume a lot of energy of the relaying nodes.

-Battery resource constraints: node weight may increase by increasing the weight of the battery. By decreasing the weight of the battery, battery life may be reduced. So battery management techniques should be considered in these cases.

-Choosing the optimal transmission power: with increasing the transmission power, the amount of battery consumption is also increases. Optimal transmission power reduces the interference between the nodes and therefore increases simultaneous transmissions.

High lifetime of the nodes can be achieved by increasing the capacity of the battery of nodes. Increasing the battery capacity of the nodes can be achieved with battery or power management.

2-1 Energy Model
Each node in the MANET consumes energy in four states:

- send
- Receive
- Idle
- Sleep

Suresh Singh, Mike Woo, and CS Raghavendra [5] described five energy aware criteria that affect the energy aware routing:

- Minimizing the energy consumed per packet: This measures minimizes the average energy consumption per packet.

- Maximizing network partitioning time: The purpose of this measure is to increase the network lifetime.

- Minimizing difference in power levels of nodes: This criteria ensures that all the nodes in the network stay alive and work together.

- Minimizing cost per packet: This metric minimizes total cost of sending a packet.

- Minimizing the maximum cost of the node: This metric minimizes the maximum cost of the node.

2-2 Energy Aware Routing
Energy aware routing in MANET is of great importance. The main objective of energy aware routing protocols are reducing energy consumption in packet sending between source and destination, avoiding routing packets through nodes with low energy levels, optimizing the routing information in the network and increasing the network lifetime.

3- REACTIVE ROUTING PROTOCOLS
In reactive routing protocols for reducing overhead, the path between two nodes is established only when is needed. The most popular protocols in this area are DSR and AODV protocols. Most of the proposed energy aware protocols, have used DSR and AODV protocols as the underlying protocol. These protocols, with make some modification in route discovery/selection and in some cases route maintenance phase of the above mentioned protocols, have been added energy aware measures to these protocols.

3-1 DSR Protocol
In the DSR protocol, the source node generates a route request (RREQ) packet and inserts the source and destination address in the packet and broadcast it to all its neighbors. Each node receiving a RREQ packet, if did not know any path to the destination, inserts its own address into the path list of the packet and broadcast it. Upon receiving this packet on the destination, destination node creates a route reply (RREP) packet and sends it back to the source. When a node could not send a data packet to the next node on the path to the destination, generates a RERR packet and returns it to the source. The source node receiving RERR packet noticed a disconnection between the two nodes and route discovery phase is resumed.

3-2 AODV Protocol
In the AODV routing protocol, the routing operation is done hop by hop using routing tables. When a source wants to send data to a destination, if there is no route to the destination in its routing table, the RREQ message is broadcasted to all neighbors. Intermediate nodes can reply the RREQ packet if they have any path to the destination. To identify the fressness of the path provided by intermediate nodes, a sequence number are contained in the RREQ packets. When RREQ packet reaches the destination, destination node, sends a RREP packet back to the source using the reverse route. When traveling RREP packet on the reverse path, each intermediate node on the path establishes a forward path to the node from which the RREP packet is received.

4 ENERGY AWARE ROUTING PROTOCOLS
Energy aware routing in ad hoc networks is done in several ways. Some approaches try to minimize energy consumption during the route discovery/reply/maintenance. In this section some energy aware routing protocols for MANETs is presented.
4.1 Energy Aware Routing Protocols Based on DSR

The DSR Protocol that is a source routing protocol, is one of the most popular protocols in MANETs. However, this protocol is not energy efficient. So many researchers with changes on this protocol phases and to improve its performance in terms of energy consumption, have added energy measures to the protocol. Some of these protocols are described below.

4-1-1 Energy aware routing based on the energy drain rate

In energy aware routing mechanisms based on drain rate (MDR) [6], a new cost function is presented to predict the lifetime of nodes. In this method, each node in the network includes its current cost in the received RREQ packet. During a certain interval T after receiving the first RREQ, the destination node, collects all the subsequent RREqs. When timer expires, the destination node chooses the routing path using Min-Max algorithm. Each node calculates its drain rate (DR) every T seconds according to DR_{old} and DR_{sample} (old and new drain rate) values as relation (1):

\[ DR_i = \alpha \times DR_{old} + (1 - \alpha) \times DR_{sample} \]  \hspace{1cm} (1)

In this protocol, the cost function \( C_i = RBP_i/DR_i \) specifies the lifetime of node i in which RBP_i is the remaining battery power of node i. MDR mechanism chooses route with the highest lifetime among all the possible routes.

4.1.2 Local Energy Aware Routing Protocol

In the local energy aware routing protocol (LEAR-DSR) [7] which is based on DSR, if the remaining battery power of a node is higher than a certain threshold, the node will participate in the route discovery. Otherwise, the node drops RREQ packet and generates a new message, called drop route request (DRREQ) to inform other node about the dropped RREQ. Thus, the RREQ packet will reach destination only when it has passed through nodes with higher energy than the specified threshold.

The path inserted in the RREP packets is the shortest path among all the paths that have sufficient energy. Each node has already removed a RREQ packet or has received a DRREQ packet, reduces amount of its battery threshold using a specific adjustment value and only if its residual energy is higher than the new threshold, will broadcast the RREQ packet.

4.1.3 A Novel DSR-Based Energy Efficient Routing Protocol

In the DSR-based energy efficient routing protocol (EDDSR) [8], each node based on its current level of battery power, calculates its willingness to participate in routing packets. EDDSR mechanism tries to discourage nodes that have low lifetime from participating in the route discovery and as a result increase node and network lifetime.

In this protocol, each node in the network periodically computes its remaining battery power (RBP) and if it has enough battery power, will participate in the network operations. When the remaining battery power of a node is below a certain threshold, the node delays broadcasting of the received RREQ. This operation is done by calculating a time period which is inversely proportional to its expected lifetime i.e. \( T = RBP_i/DR_i \).

In the route maintenance phase of EDDSR, when the energy level of the node reaches below a critical threshold, node sends a RERR packet to the source.

4-1-4 Energy Aware Multi-Path Source Routing Protocol

Energy aware multi-path source routing protocol (MEA-DSR) [9], is based on DSR protocol. In this protocol two path from source to the destination node are found and are stored in the routing table. The primary route selection in MEA-DSR protocol is done using residual energy of nodes on the path and the total transmission power required to transmit data. About selection of second route, the path with high disjointness ratio from the first path has high priority. A new field called min_bat_lef which store the minimum residual energy of nodes on the path is added to the route table and RREQ packets.

In the MEA-DSR, only the destination node can responds to the RREQ packet. When an intermediate node which is located in the neighborhood of the source node, receives the RREQ packet, inserts its remaining energy in the min_bat_lef field. Otherwise, each intermediate node compares its residual energy with the min_bat_lef value contained in the packet. If it is smaller, replaces min_bat_lef value by its remaining energy. After receiving first RREQ, the destination node waits for more RREqs. After that, the destination node, choose a primary route. After selecting the primary route, the destination node immediately sends a route reply packet to the source node.

4-1-5 Energy Aware Multi-Path Routing Protocol

Energy aware multi-path routing protocol (EMRP) [10] which is derived from DSR protocol, applies some changes in the phases of DSR protocol. In the route reply phase of EMRP, each node on the path, inserts its current status such as the distance between the node i with the next hop, number of retransmission attempts related to the last successful transmission, current length of queue and its current energy in the RREP packet. Firstly, the source node calculates weight of all possible paths using relation (2):

\[ W = \sum_{i=2}^{n} (\alpha \times W_{i \text{energy}} + \beta \times W_{i \text{queue}}) \]  \hspace{1cm} (2)

In relation (2), \( W_{i \text{energy}} \) is the energy weight of node i and \( W_{i \text{queue}} \) is the queueing weight of node i. The source node after calculating the weights of all paths, sorts the routes in descending order based on W and selects the best N sets of paths as primary path for sending real-time data and the N next sets of
paths as backup paths.

4-1-6 Power Aware Source Routing Protocol

In the Power Aware Source Routing Protocol (PSR) [11], during the route discovery procedure, the path \( \pi \) at time \( t \) is chosen so that the cost function (3) is minimized:

\[
C(\pi, t) = \sum_{i \in \pi} C_i(t) \quad \text{where} \quad C_i(t) = \rho_i \left( \frac{F_i}{R_i(t)} \right)^\alpha
\]  

(3)

In relations (3), \( \rho_i \) is the Transmission power, \( F_i \) is the capacity of battery, \( R_i \) is the remaining battery of node \( i \) at time \( t \) and \( \alpha \) is a weighting factor. In the PSR protocol, all nodes except the destination, calculate their link costs (\( C_i(t) \)) and insert it in RREQ packet. When an intermediate node receives a RREQ packet, it sets a timer \( T_r \) and holds the cost in the packet header as Min-Cost. If another RREQ packets reach, their costs are compared with the saved Min-Cost value. If new packets cost is less than saved Min-Cost, Min-Cost is changed to the new value and new RREQ packet are sent. Otherwise, the new RREQ is dropped. In PSR, after receiving the first RREQ, destination node waits for a threshold \( T_r \). When this timer expires, the destination node chooses the path with the least cost and responds to the source.

4-1-7 Energy Aware and Reliable Routing Protocol

In the Energy aware and reliable routing protocol (EARR) [12], each node depends on its residual energy and traffic requirements of higher layer decides whether to send RREQ packets or not. Only when its residual energy is higher than the required energy, will send RREQ packets. In this protocol, only when the intermediate nodes of the route have enough energy, the destination will receive the RREQ packet.

So only the valid paths are selected as candidate paths and this will avoid reconstruction of path because of lack of enough battery power and thus the life of the network will be increased. In this protocol, when intermediate nodes decide to send RREQ, insert their current energy in the packet. In the route cache of EARR, remaining energy also is stored. In this protocol if multiple candidate paths exist, the path with maximum battery capacity is selected for data transmission.

4-1-8 Reliable Energy and Signal Strength Aware Routing Protocol

The main objective of Reliable energy and signal strength aware routing protocol (SEA-DSR) [13] is to improve the reliability of the discovered path with taking into account both signal strength and remaining energy of nodes. This protocol reduces link failure and increases network lifetime by distributing traffic load. The benefits of this protocol are reduction of path failure, packet loss, route discovery and routing control overhead.

SEA-DSR protocol, adds an additional field called trust count (REL_COUNT) to the RREQ packet header of DSR protocol. After receiving first RREQ packet, the destination sets a timer and stores all RREQ in its route cache. After the timer, chooses the path with high reliability factor and sends a RREP packet for that. Reliability factor for the path is calculated using relation (4).

\[
\text{Reliability Factor} = \frac{\text{Reliability Count}}{\text{No.of Hops}}
\]  

(4)

4-2 Energy Aware Protocols Based on AODV Protocol

AODV routing protocol is a reactive routing protocol which only holds the next hop for each destination in the routing table. In this section an overview of the multiple energy aware routing protocols based on AODV are performed. The protocols for improving the efficiency of AODV, added energy measures to the protocol.

4-2-1 Energy Efficient Routing Protocol

In the energy efficient routing protocol (EEAODV) [14], an optimization function based on time, the amount of energy of nodes and number of hops factors decides which path is the best path. In this protocol, if the path has one node with low energy level, the optimizer function will not choose it. If time is low, the route will be shorter and less energy will be consumed, but some nodes may die too quickly. Therefore optimizer function should do a trade off between time and network/node lifetime.

In this protocol when the destination receives first RREQ, waits for a while and collects all the subsequent RREPs. After this time, the destination uses the optimizer function to choose the best path and inserts it in the RREP packet. The destination also chooses some backup routes to avoid wasting energy and time for re-calculation of paths.

4-2-2 Distributed Energy Efficient Routing Protocol

Distributed energy efficient routing protocol (DEEAR) [15], obtains the necessary information for energy aware routing only using RREQ packet and requires only battery power level of the network. In DEEAR, intermediate nodes control rebroadcast time of RREQ packets and nodes with relatively high battery power broadcast the RREQ packets sooner. DEEAR protocol does a trade off between min-hop path and the path with balanced energy consumption.

To estimate the average power, average battery energy of nodes on the path (i.e. \( P \)) (source and intermediate nodes) and number of hops (i.e. \( N \)) fields are added to the RREQ packet. To select the optimal route, the source, adds the amount of its battery to the \( P \) field and broadcast the RREQ. Average remaining battery, \( P_{\text{new}} \), of the path is calculated as:

\[
P_{\text{new}} = (P_{\text{old}} + N) \times (N+1)
\]
In the relation (5), $B_i$ is remaining battery power of node $i$ and $P_{\text{old}}$ is the amount of $P$ field in the RREQ packet. With receiving a RREQ packet, node $i$ calculates average remaining energy (i.e. $E_{\text{new}}$) based on the prior average remaining energy of network (i.e. $E_{\text{old}}$) and $P_{\text{old}}$ using relation (6):

$$E_{\text{new}} = (1 - \alpha)E_{\text{old}} + \alpha P_{\text{old}}$$

(6)

**4-2-3 Energy Based QoS Routing Protocol**

In energy-based QoS Routing Protocol (EQRP) [16], the problem of QoS routing is considered. According to this protocol, nodes based on their energy, decide how long the RREQ packet transmission. Delay calculation is defined as:

$$W_e = 0, E_r > E_{\text{max}}$$

(7)

In the relations (7), $E_i$ is current residual energy of node, $E_r$ is initial energy of node $i$, and $E_{\text{max}}$ is the maximum energy for each node. The key idea is that EQRP choose the nodes on the path based on their residual energy. Due to the energy depletion of nodes, the goal of this protocol is to reduce route re-construction.

**4-2-4 Integrated Energy Aware Routing Protocol**

In the integrated energy aware routing protocol (EA_AODV) [17], when each intermediate node receives the RREP packet, estimates its remaining battery power by using the energy available at the node and the required power to transmit a packet at the node and appened it in the RREP packet. Each node on the path, estimates its battery and only if it is less than the value contained in RREP packet, it will be replaced. If multiple paths reach the source, the path which its minimum battery energy is maximum is selected. Available energy level and power level are taken into account when making routing decisions. In this protocol, source node chooses the path based on load balancing method to balance the battery depletion and applies transmission power control during data sending.

**4-2-5 Energy Aware Routing Protocol**

In the Energy Aware Routing Protocol (AODVEA) [18], routing is based on the minimum residual energy. Node with the minimum residual energy is marked and the path that has the largest minimum residual energy is selected. For this purpose, a new field called residual energy (Min-re) is added to RREQ and RREP control packets.

This field, shows the node with the minimum residual energy. In this protocol, when the source receives the first valid RREP packet, starts the communication. Once the source node receives the next RREP packet starts the main algorithm. Sends RREQ packets to all its neighbors. Gets various routes to destination. Compares parameters of routes with respect to the remaining energy level and the minimum number of hops and then chooses the right path to the destination.

**4-2-6 Dynamic Energy Aware Routing Protocol**

Dynamic energy aware routing protocol (EA-DYMO) [19], works based on the DYMO protocol. DYMO is a successor of AODV protocol. DYMO is an energy and load aware routing protocol that tries to provide a mechanism to select the optimal route based on the residual energy and traffic load of each node. In this protocol, route selection factor is calculated as the ratio of average energy to the average traffic load. The path which has maximum PS value is chosen for sending data. These two factors in relation (8) are combined to calculate the route selection factor:

$$PS_{\text{di}} = \frac{EF_{\text{di}}}{LF_{\text{di}}}$$

(8)

In the relation (8), $EF_{\text{di}}$ and $LF_{\text{di}}$ are the average power and average traffic load of path i from source S to destination D.

**4-2-7 Reliable and Energy Efficient Routing Protocol**

Reliable and energy efficient routing protocol (E2R2P) [20], uses a new concept called backbone nodes, which are nodes with optimal signal strength. This project focuses on the concept of battery power and signal strength or required energy for the routing process. Backbone nodes helps in the construction phase and finding new routes. Each node has a routing table entry for the number of backbone nodes connected to it, its battery status and signal strength.

When any of the nodes on the communication path is damaged or move out of communication range, the backbone nodes can take care of routing process. Backbone nodes broadcast their signal strength and power status to neighboring nodes. In this protocol, selection process is based on power and signal strength factors. Although the path may be longer, but the chosen path is very stable and reliable to deliver the data packets.

**4-2-8 Reliable and Energy Aware Routing Protocol**

Reliable and energy aware routing protocol (TEA-AODV) [21], uses battery power and reliability value of each node for a reliable and trusted routing. Trust value of each node is determined based on various parameters such as length of the association, ratio of the number of packets sent successfully by neighbors to the total packets sent to that neighbor and the average time spent to respond to a RREQ.
In the route discovery phase, the source node broadcast RREQ packet containing the values of trust and reliability of source. Upon receiving RREQ packet, each intermediate node measures its reliability and adds it to RREQ packet. When two or more RREQs reaches the destination, destination finds the most reliable path using average reliability. The average reliability is obtained using relation (9):

\[
\text{Average reliability} = \frac{\text{Cumulative reliability}}{\text{Number of hops}} \tag{9}
\]

### 4-2-9 Local Energy Aware Routing Protocol

In the local energy aware routing protocol (LEAR-AODV) [22], each node based on its remaining battery power \(E_i\), decides whether to transmit the received RREQ packet or not. If the battery is more than a certain threshold, RREQ packet is sent, otherwise the packet is dropped. If all nodes on the path have enough energy, RREQ packet will reach its destination. In the route maintenance phase if the battery is below a threshold, a RERR packet is sent to the sender node that this is done locally in the node sending the RERR packet. In this protocol, when a node removes a RREQ packet, it will broadcast a new message called ADJUST Thr. Next nodes towards the destination find out a RREQ has been removed and adjust their threshold value.

### 4-2-10 Lifetime Prediction Routing Protocol

In the Lifetime prediction routing protocol (LPR-AODV) [22], the path with high lifetime is chosen. This protocol uses battery lifetime prediction. Each node estimates its battery lifetime based on the past activity. In the route discovery phase, all nodes except the destination and source calculate their estimated lifetime. An additional field called Min-lifetime is added to each route request packet which shows the minimum lifetime.

In the route selection phase, the source node chooses the path with maximum lifetime. In this protocol when the estimated lifetime reaches below a threshold, node sends a RERR packet to the source. This decision is only based on node residual energy and its depletion rate.

### 4-2-11 Load Aware Routing Protocol

Load Aware Routing Protocol (ELB-MRP) [23], uses collision window size and queue size to calculate load at the node and its single hop neighboring nodes. Each node except source and destination, collects information about the collision window size (ACW), power factor (EF) and queue factor (QF) for itself and its single hop neighbors. The cost for node \(i\) is calculated using relation (10):

\[
C(i) = ACW \times EF \times QF \tag{10}
\]

To discover Paths, intermediate nodes add their traffic and energy information to the RREQ packets. Hello packets also collect information about ACW, EF and QF values. Using the neighbor information obtained from hello packets, intermediate nodes calculates the cumulative cost using relation (11) and adds it to the RREQ packet. If a node \(i\), has neighbors \(j\) and \(k\), the cumulative cost of \(C(i)\) is obtained using the relation (11):

\[
C(i) = C(i) + (C(j) + C(k)) \tag{11}
\]

When the first RREQ reaches the destination, destination waits for more RREQs. Then destination, selects two paths with least cost as primary and backup path.

### 5 CONCLUSIONS

In this paper, an overview of recently proposed routing protocols which considered energy metric of nodes to improve routing operation is introduced. No routing protocol can not provide the best performance in all the different scenarios and the performance of a network depends on the condition and parameters of the network. Parameters such as node mobility and QoS features are the most important factors in ad hoc networks. In this paper we focused on the characteristics of the nodes energy and reviewed the protocols that considered energy measure as the main parameter.
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1. INTRODUCTION

Social tagging systems allow users to annotate web resources using tags. While not restricted to controlled vocabulary, tags are freeform keywords that convey meaning and interpretation from the user about the resource being annotated. It facilitates navigation and improves searching without dependence on pre-configured categories. It provides one way of organizing resources resulting in Folksonomy. Folksonomy is different from taxonomy which is hierarchical and exclusive whereas Folksonomy is nonhierarchical and inclusive. According to what kind of resources are supported, there are different systems like Flickr, citeUlike, Connotea, last.fm, Bibsonomy, BIBTEX and Technorati. Advantages of Folksonomies are their flexibility, rapid adaptability, free-for-all collaborative customisation and their serendipity. Formally a folksonomy is a tuple $F := (U, T, R, Y)$ where

- $U$, $T$ and $R$ are finite sets, whose elements are called users, tags and resources respectively and
- $Y$ is a ternary relation between them, i.e. $Y \subseteq U \times T \times R$, whose elements are called tag assignments

Recommender systems can alleviate information overload and combat noise by personalizing the user’s view of the system. Such a system provides information with three decisive factors of “customized”, “interested” and “useful” for any individual user by analyzing his/her preferences and the content of the items. These factors distinguish the recommender systems from traditional information retrieval systems and search engines. Recommender algorithms should favor items bookmarked by more users. But recommender algorithms without tags do not take into account the number of raters and neighborhood calculation may not be the most efficient because due to the large volume of items and low overlap between user bookmarks, two users who are very similar in their interests may still have too few common items bookmarked. In this context, tags can provide a more reliable approach to find similar users and this can be used to get better recommendation.

First based on what is recommended we have categorized Recommendations in STSs into three types as tag, item and user recommendations. All three recommendations combined together referred to as unified recommendation. Then in each type of recommendation based on the methods used for recommendations we have classified as shown in Figure 1.

This paper is organized as follows. Tag, item, user and unified recommendations are specified successively from Section 2 through Section 5 and Section 6 deals with semantic web. Advantages and limitations of these recommendations are given as findings in Section 7 and we conclude in Section 8.
2. TAG RECOMMENDATION

Tags are recommended at the time when a user wants to annotate a resource. As most tags in the STs are uncontrolled, redundant and ambiguous the tag recommenders are useful in simplifying the tagging process for users to find good tags and consolidate the tag vocabulary across users as well. There are two types of tag recommendation such as prediction or Collective tag recommendation which does not assume a query user for recommendation and Personalized tag recommendation recommends tags for a query user. Tag recommendation techniques can be classified into four categories: content based, collaborative, hybrid approaches and semantic approaches.

2.1 Content based

It focuses on the suggestion of keywords (tags) extracted from resource contents and meta-data. It exploits the technology of the automatically textual extracting keywords. One method used in content-based tag recommendation is Discriminative clustering approach [22]. In this approach two clustering models of the posts are created: one based on the tags assigned to the posts and second based on the content terms of the posts. From the clustering model ranked lists of tags and terms for each cluster is generated. The final recommendation is done by using both lists, together with the user’s tagging history if available. Prediction results of, tag based clustering model is more accurate than term based clustering model.

Another method used in content based tag recommendation is three-step tag recommendation system [18]. In this system basic tags are extracted from the resource title. In the next step, the set of potential recommendations is extended by related tags proposed by a lexicon based on co-occurrences of tags within resource’s posts. Finally, tags are filtered by the user’s persononomy – a set of tags previously used by the user.

Yet another method compiles a set of resource specific tags, which includes tags related to the title and tags previously used to describe the same resource (resource profile). These tags are checked against user profile tags – a rich, but imprecise source of information about user interests. The result is a set of tags related both to the resource and user [17].

RSDC’08 Tag Recommendation [19] comes under content based recommendation. In this method document (web pages and publications) model is constructed using the textual content associated with bookmarks, user model is constructed based on their tagging and based on these models tags are suggested for new bookmarks. A combination of statistical and semantic features are used to build document and user models.

2.2 Collaborative based

It exploits the relations between users, resources and tags of the folksonomy graph to select the set of recommended tags. Following methods come under this approach.

2.2.1 Most Popular Tags [14]

Tags are recommended based on tag counts. Some variants of this approach are as follows.

For any user u and any resource r, recommending the most popular tags of the folksonomy is the most simplistic approach.

\[
\tilde{\mathbf{T}}(u,r) := \text{argmax}_{t \in T} \left\{ \sum_{r'} \delta(t,r') \right\}
\]

Tags that are most specific to the resource globally will be recommended when using the most popular tags by resource.

\[
\tilde{\mathbf{T}}(u,r) := \text{argmax}_{t \in T} \left\{ Y_{u,t} \right\}
\]

Since users might have specific interests for which they already tagged several resources, using the most popular tags by user is another option.

\[
\tilde{\mathbf{T}}(u,r) := \text{argmax}_{t \in T} \left\{ Y_{u,t} \right\} + \left\{ Y_{r,t} \right\}
\]

2.2.2 Collaborative Filtering (CF) [14]

Because of the relational nature of folksonomies, traditional CF cannot be applied directly. Reduce the ternary relation Y into two 2-dimensional projections i.e. user’s resources and user’s tags. Either can be used to find user’s neighborhood as follows.

\[
N_{u}^{k} := \text{argmax}_{t \in T \cap Y_{u,k}} \left( \sum_{u \cap Y_{u,k}} \text{sim}(\mathbf{u}, \mathbf{x}) \right)
\]

For determining, for a given user u, a given resource r, and some n \in N, the set \tilde{\mathbf{T}}(u,r) of n recommended tags we use

\[
\tilde{\mathbf{T}}(u,r) := \text{argmax}_{t \in T \cap Y_{u,k}} \left\{ \sum_{u \cap Y_{u,k}} \text{sim}(\mathbf{u}, \mathbf{x}) \right\} \delta(v,t,r)
\]

where \delta(v,t,r) = 1 if (v,t,r) \subseteq Y and 0 else.

Some variations of CF approaches are as follows.

User profile based tag recommendation [32]

Tag based user profile : profile (u) = { (w_i,t_1), (w_j,t_2), (w_k,t_3) } where t_i \in T, w_i is the weight of the t_i represents the importance of this tag to the user. Items are selected using balanced strategy, item tag matrix is constructed, for user u the preference relation between t_i and t_j for item k is calculated and ranking and is done using voting, a vector is formed by the ranking tags, the profile of user u for item k is presented, ITW – Itemtagweight matrix is constructed, user similarity using Pearson correlation coefficient is calculated and most frequently used tags from the k similar user are recommended.

Probabilistic Approach [13]

For personalized tag recommendation, a probabilistic framework that is based on persononomy translation which translates from the resource tags to persononomy tags is used. It is used for translation from similar users for expanding the candidate tags for recommendation. To compute the relevance score for a candidate tag the likelihood of the tag is estimated.
The overall likelihood of a candidate tag is the weighted average of the likelihoods estimated from users. Here weight is the similarity between the neighbor and the query user. Persononomy translation method can be used for estimating the likelihood. Users are profiled by a set of translation probabilities one for each t, and similarity between users can be measured by using distributional divergence metric.

2.2.3 Graph-based Approach - Folksonomy-Adapted PageRank – FolkRank[14]
Folksonomy is converted into an undirected Graph with V set of nodes consisting of the disjoint union of the sets of tags, users and resources. Each triple (u,t,r) in Y gives rise to the three undirected edges {u, t}, {u, r} and {t, r} in E. The rank of the vertices of the graph is computed with the weight spreading computation

\[
\overrightarrow{w}_{t+1} = dA\overrightarrow{w}_{t} + (1-d)\overrightarrow{p}
\]

where \(\overrightarrow{w}\) is the weight vector with one entry for each node in V. A is the row-stochastic version of the adjacency matrix (aij) := \(\frac{1}{\text{deg}(i)}\) if \(\{i,j\} \in E\) and 0 else) of the graph G, \(\overrightarrow{p}\) is the random surfer vector – which is the preference vector and d \(\in [0,1]\) is determining the strength of the influence of \(\overrightarrow{p}\). The rank of each node is its value in the limit \(\overrightarrow{w} := \lim_{t \to \infty} \overrightarrow{w}_t\) of the iteration process. For a global ranking, one will choose \(\overrightarrow{p} = 1\), i.e., the vector composed by 1’s. In order to generate recommendations, however \(\overrightarrow{p}\) can be tuned by giving a higher weight to the user node and to the resource node for which one currently wants to generate a recommendation (i.e. \(\overrightarrow{p}[u] = 1+|U|\) and \(\overrightarrow{p}[r] = 1+|R|\). The recommendation \(\tilde{r}(u,r)\) is then the set of the top n nodes in the ranking, restricted to tag nodes.

2.2.4 LocalRank [21]
In Folk rank scalability and update are the main issues. To avoid these issues new tag recommendation LocalRank has been proposed in which the rank weights are calculated only based on the local “neighborhood” of a given user and resource. Instead of considering all elements in the folksonomy, local rank focuses on the relevant ones only. The rank computation in LocalRank takes into account, how often certain tag was used by a user and how often a tag was attached to a resource. Rank computation and weight propagation in LocalRank is done similar to FolkRank but without iteration.

\(Y_u \subseteq Y\) is the set of all (u, t, r)-assignments of Y where u is the given user.

\(Y_r \subseteq Y\) is the set of all (u, t, r)-assignments of Y where r is the given resource.

\(Y_w\) is the set of all tags appearing in the (u, t, r)-assignments of \(Y_w\).
combined. The set of recommendations for a given query tag for a given context is the complete set of tags that co-occur with that tag in that context’s network. Probability of an intermediate suggestion given a query set of tags is calculated. Each resultant probability is then used to produce an ordered list of tags in descending order of probability. The top N tags are then the final recommendations as given by that context’s network of tags for a given query tag set. The four individual ranks produced from the tag networks of four different contexts are then combined using Borda Count method.

2.2.7 Penalty-Reward Algorithm[37]
First, it favors tags that are used by a large number of people (with good reputation). Then it aims to minimize the overlap of concepts among the suggested tags to allow for high coverage of multiple facets. It also honors the high correlation among tags for example if two tags are used together by most users for a given object, they will co-occur in the suggested tags. All these things are done using Penalty-reward algorithm. It rewards good tags (i.e. high coverage of multiple facets, high popularity, uniformity and least effort) and penalizes redundant information yielding best output.

2.2.8 Tag Recommendation based on Tag Co-occurrence [29]
Users not only tag the visual contents of the photo, but also provide a broader context in which the photo was taken, such as, location, time, and actions. Given a photo with user-defined tags, an ordered list of m candidate tags is derived for each of the user-defined tags, based on tag co-occurrence. The lists of candidate tags are then used as input for tag aggregation and ranking, which ultimately produces the ranked list of n recommended tags. We define the co-occurrence between two tags to be the number of photos [in our collection] where both tags are used in the same annotation. It is common to normalize the co-occurrence count with the overall frequency of the tags. There are essentially two different normalization methods: symmetric and asymmetric.

Symmetric measures.: According to the Jaccard coefficient we can normalize the co-occurrence of two tags $t_i$ and $t_j$ by calculating:

$$J(t_i, t_j) := \frac{|t_i \cap t_j|}{|t_i \cup t_j|}$$

Alternatively, tag co-occurrence can be normalized using the frequency of one of the tags. For instance, using the equation:

$$P(t_i | t_j) := \frac{f(t_i \cap t_j)}{f(t_j)}$$

it captures how often the tag $t_i$ co-occurs with tag $t_j$ normalized by the total frequency of tag $t_i$. Two aggregation strategies exist. One strategy is based on voting, and does not take the co-occurrence values of the candidate tags into account, while another strategy i.e. the summing strategy uses the co-occurrence values to produce the final ranking. In both cases, we apply the strategy to the top m co-occurring tags in the list.

2.3 Hybrid
The hybrid approaches combine two or more approaches and outperforms well in precision and recall. But have higher computational complexity.

2.4 Semantic Web based [1]
Title Recommender Model
It extracts words i.e. adjectives, nouns and Non-WordNet words from the resource’s attribute (title or URL) and suggests them as tags.

Tag to tag recommendation
It may be useful to recommend tags based on other recommended tags. Given a tag, other tags can be produced from its related terms like synonyms and hypernyms. This type of meta-recommenders improves the quality and quantity of the recommendation, when the main recommender fails to provide a sufficient number of tags.

3. ITEM RECOMMENDATION
Recommender systems apply knowledge discovery techniques to the problem of making personalized recommendations for information, products or services during a live interaction. Item recommender systems helps users to find the items that they would like to purchase at E-commerce sites by producing predicted likeliness score or a list of top-N recommended items for a given user, using data analysis techniques. Recommendations can be based on demographics of the users, overall top selling items or past buying habit of users as a future predictor of future items.[27] Various methods available for item recommendation are Content based, Collaborative based, Hybrid, Network based, Clustering based and Semantic based. In hybrid approaches two or more above mentioned methods are combined.

3.1 Content based Recommendation [27]
The Content Based Filtering (CBF) approach creates a profile for each user or product to characterize its nature. For example, a movie profile could include attributes regarding its genre, the participating actors, its box office popularity, and so forth. User profiles might include demographic information or answers provided on a suitable questionnaire. The profiles allow programs to associate users with matching products. A known successful realization of content filtering is the Music Genome Project, which is used for the Internet radio service Pandora.com. The system can build a profile based on the attributes present in the items that user has rated highly. The interest a user will have in an unrated item can then be deduced by calculating its similarity to their profile based on the attributes assigned to the item.
3.2 Collaborative Filtering (CF) [27]

The main aim of this algorithm is to suggest new items or to predict the utility of a certain item for a particular user based on the user’s previous likings and the opinions of other like-minded users. In this algorithm

\[ U = \{ u_1, u_2, \ldots, u_m \} \rightarrow \text{List of m users} \]

\[ I = \{ i_1, i_2, \ldots, i_n \} \rightarrow \text{List of n items} \]

Each user \( u_i \) has a list of items \( I_{u_i} \) which the user has expressed his opinions about.

There are two types of collaborative filtering algorithms namely Memory-based and Model-based algorithms. Memory based approaches which include user-based and item-based algorithms, employ statistical techniques (correlation or vector similarity) to find a set of users, known as neighbors that have a history of agreeing with the target user (i.e. they either rate different items similarly or they tend to buy similar set of items). Once a neighborhood of users is formed, these systems use different algorithms to combine the preferences of neighbors to produce a prediction or top-N recommendation for the active user. It is also known as nearest-neighbor. Correlation can be extended using default voting and vector similarity can be extended using Inverse user frequency. Later algorithm, provide item recommendation by first developing a model of user ratings. It computes the expected value of a user prediction, given his/her ratings on other items using probabilistic approach. The model building process is by different machine learning algorithms such as Bayesian network, Clustering and rule-based approaches. Matrix factorization approaches, such as SVD and NMF have been proved useful in model-based CF, which predict unobserved user-matrix.

3.2.1 Item based Collaborative Filtering Algorithm [27]

Item-based approach looks into the set of items the target user has rated and computes how similar they are to the target item and then selects k most similar items. At the same time their corresponding similarities are also computed. Once the most similar items are found, the prediction is then computed by taking a weighted average of the target user’s ratings on these similar items. The basic idea in similarity computation between two items is to first isolate the users who rated both of these items and then to apply similarity computation technique to determine the similarity. There are different similarity computation techniques like Cosine-based Similarity, Correlation-based similarity etc. Once we isolate the set of most similar items based on the similarity measures, the next step is to look into the target users’ ratings and use a technique such as weighted sum or regression to obtain predictions.

Obviously, the users’ opinions and interests can be driven implicitly or explicitly. Examples of explicit data include the following:

- Rating score to the items based on a defined scale
- User’s interests and preferences
- Information of any questionnaire being filled out by a user

Discovering implicit information is a difficult task because they are usually hidden. Depending on the domain of the application, there are different methods for extracting implicit information from available data. Examples of implicit data include the followings:

- User’s behaviors and activities
- User’s social and relational behaviors in a group
- Items being visited by users
- Expended observation time for the items
- Web usage data mining regarding user’s navigation

3.2.2 User-based Collaborative Filtering [5]

Classic Collaborative Filtering (CCF) uses Pearson Correlation to calculate similarity between users and a classic adjusted ratings formula to rank the recommendations. Neighbor-weighted Collaborative Filtering, takes into account the number of raters in the ranking formula of the recommendations. Another approach explores an innovative way to form the user neighborhood based on a modified version of the Okapi BM25 model over users’ tags. In the said three approaches, users are collected and for each user, the neighborhood of users who posted her same articles and the neighborhood of users who share the same tags are included in this collection.

3.2.3 CF based on User Preference Derived from Item Domain Features [33]

In Social tagging system, user-created tags are utilized to depict user preferences for personalized recommendation but it is difficult to identify users with similar interests due to the difference between users’ descriptive habits and the diversity of language expression. So item domain features are utilized to construct user preference models and combined with CF for personalized recommendation. Because of the diversity of domain characteristics, traditional personalized recommendations do not adapt well to all domains. Hence, it is required to combine domain characteristics and personalized recommendation. It could make recommendations to users who have not selected any common items with others. Here first item domain features are used to model user preference matrix then the user preferences vector is derived from user preference matrix and user preference models are combined with CF to provide personalized recommendations.
3.2.4 Tag and Resource-Aware Collaborative Filtering Algorithms for Resource Recommendation [7]

Sparsity is a problem which occurs in a Social Recommender system, when the number of tags and resources to profile a user are inadequate, to provide quality recommendations. To address this problem Tripartite Nearest Neighbor Algorithm (TRNNNA) which combines the similarity based on the Tag Vector Model, the Resource Vector Model and the Resource Vector of tags with weights is used.

3.2.5 Fuzzy User Profiling for Improved Recommendation [4]

Recommender systems, generally have, at their disposal, information regarding genres/categories that a movie/book belongs to. However, the degree of membership of the objects in these categories is typically unavailable. Such information, if available, would provide a better description of items and consequently lead to quality recommendations. Fuzzy item profile is formed by first identifying the set of tags representative of each genre and then measuring the genre content of each movie. Information about actors and directors are also included in this profile. This item profile is combined with user preference data, which is also represented as a fuzzy set membership value to automatically derive a fuzzy user preference profile. These profiles are then used in multiple ways for both CF and CB systems to derive recommendation. Fuzzy user profile formed here contains user preference information, content information and tag information.

3.3 Clustering Methods [27]

Clustering techniques work by identifying groups of users who appear to have similar preferences. Once the clusters are created, predictions for an individual can be made by averaging the opinions of the other users in that cluster. Each user may be represented with partial participation in several clusters in some clustering techniques. The prediction is then an average across the clusters, weighted by degree of participation.

3.3.1 Tag Clustering [28]

Clustering Algorithm is able to aggregate tags into topic domains. Hierarchical clustering is proposed to generate a taxonomy from a folksonomy. Tag clusters are presumed to be representative of the resource content. Thus, a folksonomy of Web resources is used to move the Internet closer to the Semantic Web. Tag clustering can support tag recommendation, reducing annotation to a mouse click rather than a text entry. Well-chosen tags make the recovery process simple and offer some control over the tag-space diminishing tag redundancy and ambiguity to some degree.

Each user, u, is modeled as a vector over the set of tags, where each weight, \( w(t_i) \), in each dimension corresponds to the importance of a particular tag, \( t_i \).

\[
\vec{u} = (w(t_1), w(t_2), \ldots, w(t_n))
\]

Resources can also be modeled as a vector over the set of tags. In calculating the vector weights, a variety of measures can be used. The tag frequency, \( tf \), for a tag, \( t \), and a resource, \( r \), is the number of times the resource has been annotated with the tag. We define \( tf \) as:

\[
\text{tf}(t, r) = |\{a = (u, r, t) \in A : u \in U\}|
\]

Likewise, the well known term frequency * inverse document frequency can be modified for folksonomies. The \( \text{tf}^*\text{idf} \) multiplies the aforementioned frequency by the relative distinctiveness of the tag. The distinctiveness is measured by the log of the total number of resources, \( N \), divided by the number of resources to which the tag was applied, \( n_\text{r} \). We define \( \text{tf}^*\text{idf} \) as:

\[
\text{tf}^*\text{idf}(t, r) = \text{tf}(t, r) \times \log(N/n_\text{r})
\]

With either term weighting approach, a similarity measure between a query, \( q \), represented as a vector over the set of tags, and a resource, \( r \), also modeled as a vector over the set of tags, can be calculated. The user interacts with the system by selecting a query tag and expects to receive resource recommendations. A query is a unit vector consisting of a single tag and Cosine Similarity can be calculated as follows:

\[
\text{cos} (q, r) = \frac{\text{tf}(q, r)}{\sqrt{\sum_{t \in T} \text{tf}(t, r)^2}}
\]

To recommend resources, we can calculate the similarity of the selected tag to each resource and recommend the top \( n \). Let it be \( R' \) subset of resources \( R \).

The Personalized recommendation process proceeds in two stages. First, given a user’s click on a tag, the standard non-personalized recommendation algorithm is applied to produce a set of recommended resources \( R' \). This set is then personalized by taking the user profile and tag clusters into account and re-ranking the results accordingly.

3.4 Network-based Models [35]

A tag-based network can be viewed as a tripartite graph which consists of three integrated bipartite graph or a hypergraph. Therefore, network-based methods are widely used to describe the tag-based graph. In a typical bipartite graph, there are two mutually connected communities, which contrastively have no link within each community. Probability Spreading(random walk), Heat Spreading, tag-aware diffusion-based method, user-centric diffusion-based similarity are the network based methods for item recommendation.

3.5 Tensor Factorization and Tag Clustering Model [26]

Tensor Factorization and tag clustering model consist of three steps. The first step involves tag propagation by exploiting content, so as to face the issues of sparsity, “cold start” and “learning tag relevance”. It is based on a relevance feedback
mechanism, in order to perform tag (less noisy tags) propagation between similar items only if they belong to the same concept. The second step of the TFC model is tag clustering in order to reveal topics and identify the taste of users in these topics. Here the sparsity problem is solved. After producing tag clusters, an innovative tf-idf weighting scheme is followed to calculate users’ interests. The third step is using High Order Singular Value Decomposition (HOSVD) which is used to reveal the latent association among users, topics and images. Finally for making recommendation the elements of the reconstructed tensor is used.

3.6 Linear Weighted Hybrid Resource Recommendation[15]

It composed of KNN user-based collaborative filtering algorithm, tag-specific user-based collaborative filtering algorithm, item-based collaborative filtering, tag-specific item-based collaborative filtering, tag model similarity and popularity model. It provides a flexible, general and effective approach to capitalize on strong relationships across different dimensions of the data and to incorporate the most effective components into a single recommendation framework.

3.7 Hybrid Approach : CF, CBF and SVD[2]

This approach is used in queueo.tv, a system for highly customized TV content recommendation. The gray-sheep problem, cold-start problem and first-rater problem in CF recommender system can be eliminated using CBF. The problem with the CBF is its tendency to overspecialize item selection because it only recommend items similar to those the user has previously liked. So both CF and CBF are combined. Again there will be a problem of sparsity and scalability. So SVD is used to reduce the dimensionality of the recommender system database.

3.8 Semantic Web based User profile [30]

Amazon.com provides a recommendation service that is based on collaborative filtering: if a user buys an item that has been bought by a number of other users in combination with some other items, then those other items will be recommended by Amazon.com to the user. These recommendations are entirely based on what goes on inside the system ignorant of any external knowledge about the items or the users themselves. To improve such recommendation techniques, we think it might be useful to incorporate data from as many sources as possible to build richer profiles that model many facets of interest that might be difficult and impractical to capture by a single system or service. Users information can be obtained by analyzing their shared profile in MySpace, bookmarks in del.icio.us, photos in Flickr, references in Connotea and any other popular Web 2.0 applications.

This approach is used in movie recommendation. Data representation is done by importing both IMDB database and Netflix rating data into a relational database. String matching is then used to correlate the movie titles in the Netflix with their counterparts in the IMDB data set. To provide a homogeneous view over both data sources, an ontology is used in conjunction with the D2RQ mapping technology, supplying a SPARQL end-point which can be queried to find extensive amounts of information on movies.

For making recommendation, first tag clouds are formed based on the keywords and ratings assigned to the movies by the users. Then three methods are used to make recommendation. 1. Average-based rating 2. Simple Tag-Cloud comparison 3. Weighted tag cloud comparison.

4. USER RECOMMENDATION

This recommendation service helps users to discover new interesting multimedia resources, encourages interaction between users with similar interests and improve users’ satisfaction (which means more advertising revenue for web sites). There are three techniques for making user recommendation namely Tensor Factorization, Formal Concept Analysis (FCA) and Multidimensional Social Network (MSN).

4.1 Tensor Factorization in Social Networks [36]

First, new model is proposed with tensor factorization to capture the potential association among user, user’s interests and friends. Second a novel approach is proposed to recommend new friends with similar interests for users. This method considers both link structure and user’s tagging content. User’s tags indicate user’s interests. User makes friends with others based on similar interests. Given a user u, the user recommender system is set to predict a personalized ranking list of Top-N users whom u wants to make friends with.

4.2 Mining and Representing User Interests using FCA [10]

Tags are used to depict people’s interest in online resources, and tags in most social Web sites have become an available feature. Since tags are used to organize individuals’ ideas and thoughts as well as to encourage their social interactions, tagging activities on social web sites can be considered a new way of collective authorship. Once a set of tags is assigned to a resource, a network structure can be constructed given a number of users and the tags that they assign to a set of shared resources. An interest group based on tagging data is extracted from tagging behaviors; sets of tags can be used to build social networks and promote their use by other people in online communities. Formal Concept Analysis (FCA) is a mathematical theory used for conceptual data analysis and unsupervised machine learning. FCA models the world of data through the use of objects and attributes. The relations between objects and attributes in a data set form the formal context. A formal concept refers to the relationship between a set of formal objects and a set of attributes. Based on FCA, given a set of users U and considering the tags that they have in common, the interest group of U is the set of users who are using these tags. The intent of a set of users U is the set of
tags which are used by every user in U. The extent of a set of tags T is the set of users using every tag in T. Thus an interest group would be a set of users that use a significantly similar collection of tags to identify their resources. Folksonomy represents a formal context. List of concepts can be extracted from a formal context using the algorithm by Ganter and Kuznetsov and the significance score of each concept is also calculated.

4.3 Social Recommender System using MSN [24]
All online sharing systems gather data that reflects users’ collective behavior and their shared activities. We can use this data to extract different kinds of relationships which are grouped into layers and forms the basic components of the multidimensional social network (MSN). The layers created are based on the two types of relations between humans such as direct social links between individuals and object based semantic links between individuals. This MSN is used in recommender system to suggest one human being to another so as to expand the human community. It mainly makes use of relationships come from indirect connections via Multimedia Objects (MOs) rather than from direct links. The system and personal weights that are assigned independently to each layer make the recommendation process personalized. Also the system is adaptive due to personal weights that are adaptively recalculated when the user utilizes the recommendations.

5. UNIFIED RECOMMENDATIONS
It provides all three types of recommendation i.e. user, tag and item. There are four ways of providing all recommendations namely combining content and relation analysis, Ternary Semantic Analysis, Internet Social Interest Discovery algorithm (ISID) and FolkRank.

5.1 Combining Content and Relation Analysis for Recommendation [34]
One recommendation system for social tagging system combines content and relation analysis in a single model. By modeling the generative process of social tagging systems in a latent Dirichlet allocation approach, we can build a fully generative process of social tagging. By leveraging it to estimate the relation between users, tags and resources we can achieve tag, item and user recommendation tasks.

5.2 FolkRank [12]
FolkRank takes into account the folksonomy structure for ranking search requests in folksonomy based systems. It is used for two purposes: determining an overall ranking and specific topic-related rankings. FolkRank is already discussed in Tag Recommendation. The preference vector p is used to determine the topic. We can define a topic by assigning a high value to either one or more tags and/or one or more user and/or one or more resources. FolkRank provides one topic-specific ranking for each given preference vector. FolkRank yields a set of related users and resources for a given tag and vice versa. Thus FolkRank can be used to generate recommendations within folksonomy systems. These recommendations can be presented to the user at different point in the usage of a folksonomy system.

5.3 Fuzzy-based Internet Social Interest Discovery Algorithm (ISID) [16]
Fuzzy-based ISID algorithm consists of the component called Syntactic variation which avoids the syntactic variations of the posts. And also provides functions such as finding topics of interests, resource clustering and topics of interest indexing. In the function finding topics of interest, for a given set of bookmark post find all topics of interest. Each topic of interests is a set of tags with the number of their co-occurrences exceeding a given threshold. In the function Clustering, for each topics of interests, find the URLs and the users such that those users have labeled each of the URLs with all the tags in the topic. In the function Indexing, import the topics of interests and their user and URL clusters into an indexing system for application queries.

5.4 Ternary Semantic Analysis [23]
The three types of entities (user, item, tag) that exist in STS are modeled using 3-order tensor. Dimensionality reduction technique Higher Order Singular Value Decomposition (HOSVD) is applied in 3-order tensor to reveal latent semantic associations between users, items and tags. Smoothing technique based on Kernel-SVD is also applied to address the sparseness of data. HOSVD uses the taxonomy and outputs the reconstructed tensor Ā. Ā measures the associations among the users, items and tags. Each element of Ā can be represented by a quadruplet {u, i, t, p}, where p measures the likeliness that user u will tag item i with tag t. Therefore items can be recommended to u according to their weights associated with {u, i} pair. A similar approach is followed for user and tag recommendation.

6. SEMANTIC WEB
In general, tag ontologies in STSs can contribute in the following three areas:

- Knowledge Representation Sophistication: A tag ontology can robustly represent entities and relationships that shape tagging activities. It could make the knowledge structure of tagging data explicit and facilitate the Linked Data (Berners-Lee, 2006) of tagging data on the Web.

- Facilitation of Knowledge Exchange: Ontologies enable knowledge exchange among different users and applications by providing reusable constructs. Thus, a tag ontology can be shared and used for separate tagging activities on different platforms.

- Machine-processable: Ontologies and Semantic Web technologies in general (knowledge representation, processing and reasoning) expose human knowledge to machines in order to perform automatic data linking and integration of tagging data.

Various ontologies in STSs
An Ontology for tagging is not just a way to define meanings of certain tags, but it can also robustly represent the relationships among the entities that shape tagging activities, explicitly stating the knowledge structure of tagging data. Social Semantic Cloud of Tags (SCOT) aims to describe folksonomic characteristics and to offer social interoperability of semantic tag data across heterogeneous sources. This model can express the structure of, features of and relationships between tags and users, allows the exchange of semantic tag metadata for reuse in social applications, and enables interoperability among data sources, services or agents in a tag space. Typical social tagging systems do not provide explicit links between the involved entities, nor do they expose their data in a standard form. The design of the tag ontology was an attempt to provide a common conceptualization of ‘what tagging means’ by providing a standardized way to collect, interpret and use tagging data. One of the advantages of this ontology is that isolated tagging data can be easily made mobile and can be integrated across applications.

User information is represented using Semantically Interlinked Online Communities (SIOC). The Tag Cloud class in SCOT aggregates all tagging instances with their relevant information. At this level, tagging entities are represented with their collective feature underlying their relationships. The SCOT ontology can be utilized by SPARQL, the query language for Semantic Web data, to get minimal information to compute the significance of tagging data.

Newman’s model describes the relationships between an agent, an arbitrary resource and one or more tags. MOAT( Meaning of a Tag) is intended for semantic annotation of content by providing meanings for free-text tagging. It provides the meaning class to represent customized, user-provided ‘meanings’ for tags. This class provides the meaning of tags to be unambiguous. The Nepomuk Annotation Ontology (NAO) is provided for annotating resources on the Social Semantic Desktop.

All earlier tag ontologies including Gruber and Newman’s models do not provide a way of fully representing the meaning of a tag and the relationships between tags, since they focus on expressing individual tagging instances. On the other hand, SCOT offers various properties for representing tag semantics and collective characteristics of tagging entities.

As a subclass of tag:Tag from Newman’s model, the class scot:Tag describes a natural-language concept, which is used to annotate a resource. The purpose of this class is to describe the semantics and collectiveness of tags that are aggregated from individual tagging activities.

The tag class has some properties for eliminating tags’ ambiguity:

- scot:spellingVariant refers to variations in the way in which a word is spelt;
- scot:delimited is used to describe a multiple-word tag name where each word is separated by a certain character;
- scot:synonym defines synonymous terms

These properties can reduce tag ambiguity resulting from the use of different conventions and even recommend more common patterns for tag names. Furthermore, in order to represent tag frequencies, SCOT introduces two properties: scot:ownAFrequency and scot:ownNFrequency. The former is intended to describe the absolute value of popularity for a specific tag. The purpose of the latter is to represent the relative value in order to identify the significance of a tag proportional to all the tags.

A single tag can have both frequency formats. The popularity of a tag plays a key role in distinguishing its significance in folksonomies.

Collecting and sharing tag metadata [9]

Int.ere.st is a prototype of a tag-sharing platform conceived for reusing tagged resources across heterogeneous platforms. A major goal of Int.ere.st is to create a Semantic Web-based tagging application capable of solving the common problems of tags and tagging systems. From a technical point of view, Int.ere.st is built on a variety of technologies: Apache, PHP, and MySQL. These frameworks are used to implement most functions in typical social websites. The need to provide interoperability between tagging information has led to the use of Semantic Web technologies – RDF and SPARQL. The majority of social websites now provide APIs based on popular mechanisms (e.g. REST, SOAP, and XML RPC). These APIs provide community users and applications with easy and intuitive access to data from the sites. As the amount of aggregated sources may increase exponentially, it is difficult to generate and update semantic tag metadata synchronously. To solve this problem, we use the D2R Server, a tool that maps relational databases to RDF and that is accessible through SPARQL.

Converting tags into senses [31]

Tag Disambiguation algorithm allows easily to semantify the tags of the users of a tagging service: it automatically finds out for each tag the related concept of Wikipedia in order to describe web resources through senses. There are some services that analyze the tags of a specific user to detect tag usage inconsistencies like slightly different keywords: e.g. Bookmark Cleaner and Del.icio.us tag cleaner. The systems and the procedures that use some sort of semantic information to better organize tags and understand their meaning can be divided into two groups. The first one comprises all the methods that introduce some sort of structure to the sets of tags taking into account only the information retrievable from tagging services, i.e. the collections of users, tags and tagged resources. They mainly try to group together similar tags on the basis of their relations with users and resources. In this way they identify sets of strictly related tags or understand the
sense of ambiguous ones. The second group of semantic based approaches exploits external semantic resources to structure sets of tags. Some of them try to define the right meaning of each tag retrieving the semantic relations that occur between related tags so as to visualize tags on the basis of their sense and relevance. In order to achieve that, data extracted from different ontologies available over the web are collected and merged. The sense-based tagging is also a way to connect the social data collaboratively created through tagging and the Semantic Web.

Tagpedia is based on the model of term-concept networks; for each meaning of Wikipedia, Tagpedia groups together all the different words used to refer to it. Tagpedia is built to support the characterization of web contents through sense-based tagging and thus it easily disambiguate the meaning of a tag, is accessible over the web at the URL http://www.tagpedia.org/. It can also be queried by means of a dedicated Web API and it can be collaboratively edited. Tag Disambiguation Algorithm(TDA) relies upon Tagpedia. TDA collects the tags of a user from a tagging service and for each of them finds out the relative sense by linking it to the corresponding page of Wikipedia. In particular it identifies for each tag a list of candidate senses, referred to also as concepts or meanings and assigns them a number, called sense-rank SR; the higher the rank of a meaning, the better that meaning defines the sense intended by the user for that tag. First advantage of the adoption of sense-based tagging is represented by the possibility to group together user tags that refer to the same concept.

The TDA manages automatically to convert each tag into the intended concept of Wikipedia and into the related URI of DBpedia. In this way we are able to generate for each user of a sense-based tagging service, a set of RDF triples describing his tagging profile; they include, for instance, a triple for each sense associated to a tagged resource. TDA is used to clean user tags grouping them by sense and also to classify the tagged resources on the basis of Wikipedia categories, YAGO classes and Wordnet synsets. By characterizing web resources through Wikipedia concepts we can also connect the social data produced by tagging systems to the datasets of the Linked Data community. 

Semantic Web Recommender Systems [3]

There are two novel approaches for recommender system in open decentralized scenarios, namely trust networks along with trust propagation mechanisms, and taxonomy-driven profile generation and filtering.

7. FINDINGS

Tag recommendation:

Content based approach is better to solve the cold start problem but it is difficult to apply in the field of multimedia data where as collaborative approach can be used here but has the problem of Sparsity, because users are not able to evaluate the items and they are not wishing to rank purchased items or viewed items, Reduced coverage due to sparsity, Accuracy of the recommendation may be poor because of little ratings, Scalability and synonymy. In Collaborative approaches, user profile based tag recommendation provides better performance than Collaborative filtering. Probabilistic approach provide an ample improvement when adopting translation from neighbors, CF and most popular tags are Cheaper to compute than FolkRank and requires no iteration and both CF and most popular tags have similar costs but some advantage on the side of the mix of most popular tags. Compared to FolkRank, Local rank is easy to implement, simple, quicker, process large data sets and produce accurate result. Whereas extendible probabilistic framework has benefits for users who do not use English while interacting with Flickr, Penalty-reward algorithm rewards good tags (i.e. high coverage of multiple facets, high popularity, uniformity and least effort) and penalizes redundant information yielding best output, tag recommendation based on tag co-occurrence can be incrementally updated when new annotations become available and thus gracefully handle the evolution of the vocabulary. Hybrid approaches outperforms well in precision and recall, but have higher computational complexity. Semantic web based approaches improves the quality and quantity of the recommendation, when the main recommender fails to provide a sufficient number of tags but it’s drawback is it cannot be used independently.

Item Recommendation:

Content-based strategies require gathering external information that might not be available or easy to collect. CBF may not be suitable for recommending products such as music, art, movie, audio, photograph, video, etc. which are sold in e-commerce sites since these products may not be easily analyzed for relevant attribute information. Both collaborative and content based recommendations have the problem when the new user or new items are added to the system because both depend on the user ratings. Hybrid recommender systems are used to alleviate these problems. Ontologies can also be used to represent user profiles. The benefits of this approach are more intuitive profile visualization and the discovery of interests through inferencing mechanisms. CF is domain free and it is used in application domains where it is difficult to profile using Content based filtering. Model based approaches generally perform better than memory-based approaches in terms of top-k recommendations metric. Second, models with tags perform better for dense data and are more efficient than the corresponding models without tags. Third, incorporating tags in the recommendation algorithms can help to obtain more accurate recommendation in the top 2% ranks.

In clustering methods the accuracy may be less compared to nearest neighbor algorithm but it may be used as the preprocessing step to reduce the candidate set. Clusters therefore provide an effect means to bridge the gap between users and resources. It works better on the denser dataset.

www.ijcat.com
Network-based methods and tensor-based methods can overcome the sparsity of large-scale data but they only focus on the network structure without considering the relations among tags.

Linear-weighted hybrid resource recommendation provides a flexible, general, and effective approach to capitalize on strong relationships across different dimensions of the data, and to incorporate the most effective components into a single recommendation framework.

The hybrid approaches work well because the algorithms complement each other.

Folksonomy-generated movie tag-clouds can be used to construct better user profiles that reflect a user’s level of interest and provides a basis for prediction.

User Recommendation

User recommendation with Tensor Factorization outperforms well compared to Collaborative Filtering, Google Follower Finder and recommendation based on the KL-divergence between user interests.

In FCA, the disadvantage is the size of the concept lattice and the users and the tags in a lattice structure have a high degree of overlap among concepts. Therefore it is difficult to recommend the concepts when some queries are performed.

In STSs using MSN, as all the process is performed online, efficiency problem arises. So some tasks can be performed offline.

Unified Recommendation

When the relation between users, tags and resources becomes much sparser than usual, combining content and relation analysis for recommendation can extract knowledge required by the recommendation tasks from content information and reveal relation between different objects. By this characteristic, combining content and relation analysis for recommendation overcomes sparsity problem.

In FolkRank, ranking is based on tags only, without regarding any inherent features of the resources at hand. This allows to apply FolkRank to search for pictures and other multimedia content, as well as for other items that are difficult to search in a content-based fashion.

Fuzzy-based ISID algorithm improves the performance of algorithms for interest discovery, through the clustering of syntactic variation in the data sources of social systems.

Ternary semantic analysis improves recommendations by capturing users multimodal perception of item, tag and user.

Semantic Web

SCOT, combined Gruber’s conceptual model and Newman’s vocabularies, is the ontology that must be suitable to represent collaborative tagging activities and it provides the most appropriate representations for the Folksonomy model. In addition, linking between SCOT and MOAT is useful to complement to define a meaning of tag. [8]

8. CONCLUSION

In this paper we have explored many possible recommendations in Social Tagging Systems. Research can be extended in any of the given recommendation technique by combining with other recommendation or semantic web. Since it explored two main building blocks of web 3.0 such as social web and semantic web, it will be more useful for future enhancement.
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Abstract: Higher learning institutions nowadays operate in a more complex and competitive environment due to a high demand for prospective students and an emerging increase of universities both public and private. Management of Universities face challenges and concerns of predicting students’ academic performance in to put mechanisms in place prior enough for their improvement. This research aims at employing Decision tree and K-means data mining algorithms to model an approach to predict the performance of students in advance so as to devise mechanisms of alleviating student dropout rates and improve on performance. In Kenya for example, there has been witnessed an increase student enrolling in universities since the Government started free primary education. Therefore the Government expects an increased workforce of professionals from these institutions without compromising quality so as to achieve its millennium development and vision 2030. Backlog of students not finishing their studies in stipulated time due to poor performance is another issue that can be addressed from the results of this research since predicting student performance in advance will enable University management to devise ways of assisting weak students and even make more decisions on how to select students for particular courses. Previous studies have been done Educational Data Mining mostly focusing on factors affecting students’ performance and also used different algorithms in predicting students’ performance. In all these researches, accuracy of prediction is key and what researchers look forward to try and improve.

Keywords: Data Mining; Decision tree; K-means; Educational Data Mining

1. INTRODUCTION
To predict how students may perform during their learning process is a complex task despite continuous increase of data in the databases relating to students academics in institutions of higher learning. According to (Marquez et al., 2013), the academic management systems are not designed properly to support educational managers to investigate which students are at risk of dropping out of university. Data Mining is the process of discovering interesting patterns and knowledge from large amounts of data (Han and Kamber, 2003). From educational Data Mining (EDM) website , “Educational Data Mining is an emerging discipline, concerned with developing methods for exploring the unique types of data that come from educational settings, and use them to better understand students and the setting in which they learn”. To analyze students’ learning process is complex, but thanks to EDM in which its methods and approaches can be used to predict students’ performance like the model being proposed in this research paper. Hence university managers will have options of to come with strategies of improving student academic performance (Borka and Rajeswari, 2013). This research proposes the use of Decision tree classification and K-means clustering algorithms to develop a model for predicting the academic performance of students in higher level institutions like universities. Prediction is a method of carrying out Educational Data Mining (EDM) using clustering algorithms like K-means and classification algorithms like decision trees to predict student performance (Ramesh et al., 2013). In university, the performance a student at the end of every semester determines whether a student is to progress to the next academic year which leads to the completion of his/her studies. Passing in these semester examinations is crucial since it will determine whether a student is to get to final year which later realizes a student graduating and ushered into the economic development of a country. This is one of the reasons institutions of higher learning are established for (Patel et al., 2013). In this research paper, WEKA knowledge analysis software tool is used to for the analysis the algorithms used and the model performance.

2. RELATED WORK
Great work has been done and is always being done by this area of Educational Data Mining. From (Shovon and Haque, 2012)'s research, where they used k-means algorithm to predict the student learning activities by clustering them into: “Good”, “Medium”, and “Low” based on their GPA. They used 50 students as the training samples and concluded that their prediction accuracy was low and needed improvement in future. Our proposed model has realized improved accuracy by using 173 students as the algorithm training samples. (Yedav and Pal, 2012) using decision trees’ ID3, CART, and C4.5 classifiers, conducted a study to predict student academic performance and realized an accuracy of 62.22%, 62.27%, and 67.77% respectively. In our research, using decision tree’s J48, we realized a prediction accuracy of 98.8439% on the student training instances. (Kalpesh and Pal, 2013) in their model of predicting students’ performance using decision tree’s ID3 and C4.5 on 173 training datasets, achieved a prediction accuracy of 75.145% at 47.6 milliseconds execution time.

2.1 Data Clustering
Data clustering is unsupervised statistical analysis technique, which is used to segment large data into homogeneous groups called clusters, in order to discover hidden patterns and relationships to help in quick decision making (Shovon and
K-means is a simple algorithm that partitions “n” observations into k clusters in which each member belongs to a cluster of nearest mean (Mustafa et al., 2010).

Figure 1. Basic K-means algorithm (Mustafa et al., 2010)

2.2 Decision tree classification algorithm

Decision tree is a data mining technique which can be applied in prediction tasks, it is a tree-like structure in which the root and each internal node are labelled with a question (Shovon and Haque, 2012). It is a classifier with the following structure: Decision node specifies a test on a single attribute, Leaf node indicates the value of the target attribute, Arc/edge split of an attribute, and Path is a junction test to make final decision.

3. PROPOSED MODEL APPROACH

In the proposed model is to take into account the educational data mining requirements as cited by other authors (Baker and Yasef, 2009) of keeping continuous record of student progress. The goal of this study is to predict students’ academic performance. The approach will contain among others: Data tier which is the collection of student semester records, Application layer that will contain data extraction, loading, and knowledge repository. Then finally the presentation layer for displaying results analyzed to the user.

3.1 Data processing and analysis

In data mining, before running tests on the collected data instances, it is necessary to clean and prepare the data for use. In our research, sample data from the Technical University of Mombasa-Kenya student management system was cleaned to look at the relevance of the data attributes to be able to remove any redundancy, or irrelevant features, and analyzed using WEKA software tool. In our study, we have considered dataset of undergraduate students pursuing Bachelor of Science in Technology (BTIT), Bachelor science in Information Technology (BSIT) both government sponsored and self-sponsored, part-time and full-time students at the department of computer science and information technology (CSIT) in the Technical university of Mombasa which was our case study. According to (Suchita and Rajeswari, 2013), on the basis of the data collected some variable attributes are considered to predict student academic performance: Attendance%, Assignment%, Unit tests% and University result%. But for the purpose of this research, only useful fields from the single combined table were selected for our study. Some of the selected variables from the database and recommended attributes for academic prediction are shown below.

Table 1. Selected variables from student records

<table>
<thead>
<tr>
<th>VARIABLE</th>
<th>DESCRIPTION</th>
<th>POSSIBLE VALUE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dept.</td>
<td>Student’s department</td>
<td>[CSIT]</td>
</tr>
<tr>
<td>AdmNo</td>
<td>Student’s admission number</td>
<td>[Char]</td>
</tr>
<tr>
<td>Gender</td>
<td>Student’s sex</td>
<td>[Male, Female]</td>
</tr>
<tr>
<td>Course</td>
<td>Student’s course</td>
<td>[BSIT, BTIT]</td>
</tr>
<tr>
<td>EntryMode</td>
<td>Student’s entry mode</td>
<td>[SAB, Self-sponed][IS]</td>
</tr>
<tr>
<td>CourseMode</td>
<td>Student’s mode of studying</td>
<td>[Full-time][FT], Part-time[PT]</td>
</tr>
<tr>
<td>semesters</td>
<td>Student’s total semester marks</td>
<td>[Numerous]</td>
</tr>
<tr>
<td>CAT</td>
<td>Whether student is for Continuous assessment tests</td>
<td>[Y, N]</td>
</tr>
<tr>
<td>Attendance</td>
<td>Student’s Average semester Attendance</td>
<td>[Good, Poor]</td>
</tr>
<tr>
<td>MemMark</td>
<td>Student’s average semester mark</td>
<td>[Numerous]</td>
</tr>
</tbody>
</table>

Figure 2. Part of test dataset used for prediction

Part of the training data used for training the algorithms (first semester student records-cleared) is shown below:

Figure 3. Part of training data set

This is part of the student datasets which is used to train the algorithms in our model. It represents the first semester student results. The test dataset of records represents second semester students’ records in which the model is supposed to predict how the student will perform. And use the model to
cluster students in groups according to their predicted result relationships.

4. RESULTS & DISCUSSIONS

Here we evaluated the experiments conducted using the algorithms (Decision tree using J48 and K-means) the analysis and results was done in WEKA. The decision tree algorithm was used to do the prediction and show in tree-like structure the results which will help in making decisions from the predictions made. The K-means algorithms run on the same dataset on the same WEKA tool, was used to group the predicted students into several groups of our choice in relation to the attributes of the records as shown below. Several classification metrics are used to evaluate the results (Manhaes et al., 2013):

- **Accuracy**: the measure of correctly classified instances
- **True positive (TP)**: the proportion of positive cases (P) correctly classified as such and
- **True Negative (TN)**: the proportion of negative cases (F) correctly classified as such.

After loading the training dataset into WEKA, the preprocessing yielded the following results as shown in Figure 4 below.

From preprocessing results of training dataset, 143 students are identified as passed-P (in blue color as per the bar graph) and 30 students as failed-F (in red color as per the bar graph) in the fig 1 above. This is true as per the original dataset, we had a total of 173 student samples. After preprocessing, by using Decision tree's J48 classifier, the algorithm was trained using the same dataset. The results are as shown in fig 5 below.

From the training result, 171 instances were classified correctly with an accuracy of 98.8439%, while 2 instances were incorrectly classified with an error of 1.1561%. The kappa statistic which takes account of similarities between classes was 0.95978% which is better. ‘A kappa value greater than zero indicates the classifier is doing better than chance” (Manhaes et al, 2011).

- **TP Rate**: Rate of true positives (these indicated students who were correctly classified in relation to final grade as the class)-the model realised 0.988 out of 1.
- **FP Rate**: Rate of false positives (these indicated students who were wrongly classified as belonging to a given final grade as aclass)-the model generated 0.029 out of 1.
- **Precision**: these represents a proportion of students that are truly of aclass (given final grade) divided by the total students classified as that class-the model generated 0.988 out of 1.
- **Recall**: these represents the proportion of students from the experiment who were classified as belonging to a given class (final grade) divided by the actual total in that class (equivalent to TP Rate)-the model generated 0.988 out of 1.
- **F-measure**: this is a combined measure of Precision and Recall calculated as 2*Precision*Recall/(Precision+Recall) and it was 0.988. From all these accuracy measures, they all approached 1, hence showing our algorithm was learning well from the training instances.

The figure 6 below shows decision tree view generated by the model.
The view above shows in “tree”-structure one of the views that can be used in decision making. From the above results, 30 students whose mean marks were <=49 failed (F) while those with >49 mean marks in their first semester results passed (P).

4.1 Prediction results
After learning using first semester students results, we tested the algorithm with same students but on different results (second semester records) and the Class attribute "FinalGrade" was left blank for the algorithm to predict as was shown in figure 2. Using decision tree algorithm, on the test data, the following output were realized as predicted results as shown in figure 7 below.

As shown from figure 7 above, the model was able to predict the second semester’s final grades (as shown by arrow), and as shown from the decision tree view of the predicted results in figure 8 below, 30 students who failed (F) had their end of semester two mean mark <=49 while 143 students passed with a mean mark of >49.

4.2 K-means clustering predicted results
From the same model, using WEKA, the following results were output.

“Clustering is the process of grouping a set of elements in such a way that the elements in the same group or cluster are more similar to each other than to those in other groups or cluster” (Kalpesh et al., 2013). As shown from the above fig 4.8, a student of admission number “BTIT/0061/2013M2” who is a male, entry mode by JAB, learning full-time, belonging to cluster0 passed with 53 mean mark, his attendance was good and had sat for the continuous assessment test.

4.3 Results summary
According to (Kalpesh et al., 2013) who predicted students’ academic performance using ID3 and C4.5 algorithms, obtained the following accuracy as compared to what we obtained using J48 and K-Means algorithms as shown in table 2 and table 3 below.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Total students</th>
<th>Correctly predicted students</th>
<th>Accuracy (%)</th>
<th>Execution time in milliseconds</th>
</tr>
</thead>
<tbody>
<tr>
<td>J45</td>
<td>173</td>
<td>171</td>
<td>98.8439</td>
<td>20</td>
</tr>
<tr>
<td>ID3</td>
<td>173</td>
<td>130</td>
<td>75.145</td>
<td>47.6</td>
</tr>
<tr>
<td>C4.5</td>
<td>130</td>
<td>130</td>
<td>75.145</td>
<td>39.1</td>
</tr>
</tbody>
</table>
5. SUMMARY OF FINDINGS
The main objective of our research was to apply decision tree and k-means algorithms to create a model for predicting students’ performance. To achieve this, our model was realized through stepwise specific objectives:

1. We evaluated decision tree and k-means algorithms in terms of their operations using WEKA free software tool and other written literature.
2. We successfully applied decision tree and k-means algorithms and created a model of predicting students' academic performance where we analyzed 173 undergraduate students of Technical University of Mombasa’s Computing and information technology department using first semester results to predict second semester results.
3. We tested the model of predicting students' academic performance and realized an accuracy of 98.8439% at an execution time of 20 milliseconds.

From the most previous researchers we looked into, their biggest challenge was to have an increased accuracy. All their models as was seen in the previous literature, their accuracies were less than 90% with an execution time as big as 47.6 milliseconds (Kalpesh et al., 2013). Our results of 0.05 milliseconds execution time and accuracy of 98.8439% has reduced this gap.

6. CONCLUSIONS
A model for predicting students’ academic performance using Decision tree and k-means algorithms has an improved accuracy and easily be implemented in institutions of higher to do prediction of students’ performance and also mine interesting features pertaining academics of students.

7. RECOMMENDATIONS AND FUTURE WORK
From the results and findings of the experiments done in this study, the researcher recommends the adoption of student performance prediction models as Education Data Mining is an emerging data Mining discipline. In our research, WEKA does not update automatically on test dataset predicted as is the case on training dataset, hence to view the results you have to save in a file. In future, we will explore if WEKA has improved on this feature to use in our model or research more on more other open source data mining and analysis tools on this recommendation.
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Abstract: Model Driven Architecture and Cloud computing are among the most important paradigms in software service engineering now a days. As cloud computing continues to gain more activities, more issues and challenges for many systems with its dynamic usage are introduced. Model Driven Architecture (MDA) approach for development and maintenance becomes an evident choice for ensuring software solutions that are robust, flexible and agile for developing applications. This paper aims to survey and analyze the research issues and challenges that have been emerging in cloud computing applications with a focus on using Model Driven architecture (MDA) development. We discuss the open research issues and highlight future research problems.
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1. INTRODUCTION
Architecture models are helpful for modeling complex software systems structure and dynamics[1]. The software architecture model facilitates cloud providers to smoothly interact with the environment with interfaces that are embedded in all types of objects. The development environment could be useful for supporting applications, since they enable analysis, and experimentation in an easy and seamless way[2]. Models of software requirements, structure and behavior at different levels of abstraction help all stakeholders decide how the system mission should be accomplished and maintained[3]. Models consist of three design elements: processing, data and connecting elements [4].

Background of the Study
Models are used to predict systems properties and to gain better understanding of the systems, since changes in some parts of it will affect the rest of a system. In addition models help to communicate system characteristics to various stakeholders. The models are developed as blueprints to implement the physical system, and to understand its behavior[16].

1.1 Model Driven Architecture (MDA)
In this section we define the important terms used in this paper.
1.1.1 MDA Definitions
Definition 1: The MDA is an Initiative proposed by the Object Management Group (OMG) as an open, vendor neutral, approach to software development which is characterized by the use of models as the primary artifacts for understanding, design, construction, deployment, operation, maintenance and modification of a system [17].
Definition 2: Is a software development approach where the models are used as prime artifacts throughout the process of software development. These models are defined at different levels of abstraction to represent various aspects of the system [18].
Definition 3: Is the Attribute Driven Design (ADD) method is an approach to defining a software architecture in which the design process is based on the software quality attribute requirements, follows a recursive process that decomposes a system or system element by applying architectural tactics and patterns that satisfy its driving requirements [18].

1.1.2 MDA Models
The models in MDA are abstracted at three different levels:-
1. CIM(Computation Independent Model): is a software independent business domain model that bridges the gap between business experts and system experts.
2. PIM(Platform Independent Model): specifies the functionality of the system independent of the technology that would be used for its implementation.
3. PSM(Platform Specific Model): specifies the system in terms of implementation constructs that are specific to the implementation technology. A single PIM can be transformed into one or more PSMs, each PSM being specific to the technology platform on which the system would finally be implement [18].

Figure 1. Transformation from PIM to PSM models [19].

The key to the success of MDA lies in automated or semi automated model to model and model to code transformations. The transformation tool executes a transformation definition that is specified for the purpose of transforming higher level, platform independent models into lower level platform specific models and finally into executable code[19].
1.2 Cloud Computing

Cloud computing appears to be a high technology; it has inherited legacy technology as well as new ideas on distributed systems. The computing power nowadays is needed for massive processing [5]. The cloud architecture consists of three abstract layers: infrastructure, platform, and application. Infrastructure is the lowest layer and is a means of providing processing, storage, networks and other fundamental computing resources as standardized services over the network. Cloud computing regards infrastructure, platform, and software as services, which are made available as order based services in a pay as you go model to users [1]. The wide spectrum of available Clouds, such as those offered by Microsoft, Google, Amazon, HP, AT&T, and IBM, provides a vibrant technical environment, where small and medium enterprises (SMEs) can create innovative solutions and evolve their existing services offers[2].

1.2.1 Cloud Definitions

Definition 1: “A Cloud is a type of parallel and distributed system consisting of a collection of inter connected and virtualized computers that are dynamically provisioned and presented as one or more unified computing resource(s) based on service level agreements established through negotiation between the service provider and consumers.” The user data and software reside on the Internet, possibly in datacenters and clusters located in different countries, which reduces the role of personal computer to a “dumb terminal” to access cloud via Internet. Computing resources are owned and managed by a cloud service provider (CSP). Using virtualization techniques, these virtualized resources, such as hardware, platforms, or services, are dynamically allocated and scaled on demand according to customers’ needs. If a CSP fails to offer the demand, the CSP may outsource to other CSPs [6].

Definition 2: According to the IEEE computer society cloud computing is: “A paradigm in which information permanently stored in servers on internet and cached temporarily on clients that include desktops, entertainment centers, table computers, notebooks, wall computers handholds, etc.” so cloud computing provide every facility as a service. It provides infrastructure as a service, software as a service and platform as a service[7]. In other words is a source for the dynamic provisioning of computing services, typically supported by state of the art data centers containing groups of networked Virtual Machines[8].

1.3 Objective

The main objective of our survey is to identify and analyze the current published research on model driven architecture for cloud applications development. We aim at identifying current architecture solutions for achieving quality of services and utilizing features of cloud computing for building reliable applications.

1.4 Organization

The paper is structured as follows. Section 2 presents the research method and specify the research questions and contributions. Insection3, we present and discuss related work. In addition we disuses the results of comparing different MDA methodologies and identify open issues of research. Finally in Section4, we present our conclusions.

2. RESEARCH METHOD

2.1 Research Questions and Contributions

The goal of our survey is to answer research questions as below:

(1) RQ1. What are the research issues and challenges that are evolving in SaaS research?

(2) RQ2. Why do we need model driven architectures (MDA) in cloud computing?

(3) RQ3: what are the important research problems related to using MDA in developing cloud computing applications?

2.2 Search Steps

To survey on area we follow the steps on figure below for published Researches:-

Figure 2. Steps of Research adapted from [47].

Search Processes are:-

2.2.1 Search Identification

The survey carries out a mapping study to find peer reviewed literature in order to classify and define topics related to software architectures development in cloud computing. From initially 95 papers, we selected 51 papers related to Model Driven Architecture, then analyzed and categorized the papers using a taxonomy of 8 categories. The search process covered journal articles and conference papers available in electronic databases, namely, IEEE Explorer and Elsevier. These databases were selected because they are available for access and known for including high quality publications in this area. The databases include a representative sample of the literature produced in the subject matter as pertinent to this research. We were interested in recent articles limited to articles published between 2005 and 2014.

Table 1. Papers Publication Trend over Years

<table>
<thead>
<tr>
<th>#</th>
<th>Year</th>
<th>Cloud Issues</th>
<th>MDA &amp;Cloud</th>
<th>MDA &amp;Cloud Dev</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2014</td>
<td>8</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>2</td>
<td>2013</td>
<td>10</td>
<td>11</td>
<td>7</td>
</tr>
<tr>
<td>3</td>
<td>2012</td>
<td>10</td>
<td>1</td>
<td>6</td>
</tr>
<tr>
<td>4</td>
<td>2011</td>
<td>6</td>
<td>7</td>
<td>9</td>
</tr>
<tr>
<td>5</td>
<td>2010</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>2009</td>
<td>-</td>
<td>10</td>
<td>-</td>
</tr>
<tr>
<td>7</td>
<td>2008</td>
<td>-</td>
<td>2</td>
<td>-</td>
</tr>
<tr>
<td>8</td>
<td>2007</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>9</td>
<td>2006</td>
<td>-</td>
<td>2</td>
<td>-</td>
</tr>
<tr>
<td>10</td>
<td>2005</td>
<td>-</td>
<td>1</td>
<td>-</td>
</tr>
<tr>
<td>Total</td>
<td>35</td>
<td>41</td>
<td>28</td>
<td></td>
</tr>
</tbody>
</table>

2.2.2 Inclusion and Exclusion Criteria

This paragraph answers RQ1: issues and challenges for Software as Services. Major researchers have been mainly focusing on issues related to security and privacy, infrastructure, data management and Interoperability across different service providers. Some issues and challenges that practitioners consider important are under studied such as software related to evolving technologies. A Number of challenges can be identified for software systems developers and operators such as:-
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Migrating Legacy Systems to the cloud: Such as modern the architecture to be more service oriented, data access layer, dealing with non functional requirements such as quality and using agile methods in the migration process.

Software Evolution and Inconsistency in multi-tiered systems.

Software Testing such as measuring the reliability of testing frameworks on the cloud.

Standardizing Application: Cloud models and technologies are in their initial stage and are characterized by many critical issues which pose specific challenges from a software architecture perspective. Saas model can be grouped into the following 10 factors: costs, security, availability, usability, implementation, ubiquity, flexibility, compatibility, analytics and best practices [13, 14].

Mobile Cloud: With the increasing usage of mobile computing, exploiting its full potential is difficult due to its inherent problems such as resource scarcity, frequent disconnections, and mobility [9]. Mobile devices are still resource poor. Battery life, weight, insufficient memory and heat dissipation limit the computational resources, and make mobile devices much more constrained [11].

Software Development: The cloud platforms diversity and complexity pose challenges to the communication and coordination between software engineering and cloud providers during every stage in the software development process.

Security and Privacy: Most papers aim to highlight the major challenges of security, privacy and trust issues in the existing cloud computing environments and help users recognize the tangible and intangible threats associated with their uses [12].

Modeling and Simulation of Cloud Environments.

Business to Cloud Services issues.

Management issues.

Many of the above challenges are out of scope of our work, we focus on Model Driven Architecture for cloud applications development in next section.

3. DISCUSSION AND RELATED WORK

In this section we survey current work and determined different ways to compare achievements in development methodologies for cloud applications. The Model Driven approach to the development of practical large scale applications is not an easy task [40]. For example, one of the difficult problems is how to obtain models at the early phases of development to address the concerns of different stakeholders.

3.1. Related Work

In this section we present a taxonomy of eight categories to in order to classify the research work accordingly.

3.1.1 Data Collection (Literature Selection)

The benefits of using the MDD in cloud computing are discussed as follows:-

- To “reduce the primary software artifact’s sensitivity to the inevitable changes that affect a software system” this result in a reduction of cost, the main selling argument of MDD approaches, Others see the main goal in an increase of abstraction which makes the design of complex systems easier. Since the abstraction from programming level issues makes the involvement of domain experts easier, by providing several different views on the same system [19].
- Improve the manageability of services without abandoning portability by create highly scalable applications and services using the providers’ proprietary, also leading paradigm for efficiently managing services and applications in a highly automated manner.
- Cloud Computing technology evolution, incurs additional expenditure on part of the cloud service providers, as the applications in the cloud need to be reengineered with newer technologies, MDA approach is an asset which facilitates creation of good designs that easily cope with multiple implementation technologies and extended software lifetimes.
- Towards dynamic resource provisioning and define a cloud provisioning system based on mapping of functional and non functional tenancy requirements with appropriate resources [20].
- Improving the quality of cloud software services making them more robust, flexible and agile.
- Models Reflect separation of concerns by separating business functionality from implementation technology. While traditional software design and development processes create applications for deployment to a specific technology platform, MDA introduces higher levels of abstraction, enabling organizations to create models that are independent of any particular technology platform. The strength of MDA lies in the fact that it is based on widely used industry standards for visualizing, storing and exchanging software designs and models [16].
- Contemporary approach to software engineering that used to achieve greater portability of software in cloud.
- Migration applications across cloud provider for specific solutions.

### Table 2. Gives taxonomy focus on eight category uses in cloud support by MDA

<table>
<thead>
<tr>
<th>#</th>
<th>Category</th>
<th>Purpose</th>
<th>papers</th>
<th>Papers No</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Interoperability</td>
<td>The ability of computer systems to access, and exchange resources with one or more other performers and to use resources to accomplish its performed activities according to expected criteria.</td>
<td>[21];[44];[46]</td>
<td>3</td>
</tr>
<tr>
<td>2</td>
<td>Deployment</td>
<td>Help developers to be able design their software systems for multiple clouds and for operators to deploy and re-deploy these systems on various clouds.</td>
<td>[22];[23];[43]</td>
<td>3</td>
</tr>
<tr>
<td>3</td>
<td>Development</td>
<td>Development of software to mitigate unfavorable effects of technology changes.</td>
<td>[16];[24];[25];[26];</td>
<td>4</td>
</tr>
</tbody>
</table>
3.1.2 Data Filtering & Analysis (Extraction & Classification)

Recently, many researchers presented in different studies approaches to use MDD to develop cloud applications. Distributed data environment cannot be easily moved to any platform provider and may even cause problems to be used by a specific service (SaaS). It is almost impossible to move a service / environment between providers on the same level. **Danilo Ardagna et al.** [6] implemented Model Driven Approach for the design and execution of applications on multiple Clouds (MODACLOUDS) that aims to support system developers and operators in exploiting multiple Clouds and in migrating systems from Cloud to Cloud as needed. The work presented a framework and an Integrated Development Environment (IDE) used for developing and deploying applications in multi Clouds. In addition, a Decision Support System (DSS) is proposed to enable risk analysis for the selection of Cloud providers and for the evaluation of the Cloud adoption impact on internal business processes. Furthermore, the work offers a runtime environment for observing the system under execution and for enabling a feedback loop with the design environment that allows system developers to affect performance change and to redeploy applications on different Clouds on the long term. However, there are many challenges such as Vendor Lock-in [42] to a specific vendor deployment.

The main concerns of cloud providers are how to deal with quality issues, the need for auto scaling mechanism for interoperability between different cloud platforms [42], and for developers to be able to design their software systems for multiple Clouds and for operators to be able to deploy and redeploy systems on various Clouds. The portability of applications, data between Clouds, moving applications and data from Cloud to non-Cloud environments are not addressed. In addition Risk Management in the DSS uses only primitive tools and decision to support selecting and binding to a specific target cloud. **Francesco Moscato et al.** [40] providers offer new different services to order customers' needs, Cloud Environments needs to define value added services (VAS) since users required increase complexity of services. The methodology uses Model driven Engineering and Model Transformation Techniques to analyze services, focused in using ontology to build modeling profiles that help to analyze complexity of systems, by developing open source platform that enables applications to negotiate cloud services requested by users via interface and targeted platform for developing multi cloud applications. One of the main goals is that of obtaining transparent, simple access to heterogeneous Cloud computing resources and to avoid locked in proprietary solutions. However, using ontology achieves interoperability but requires hard challenge.

**Hugo & Manu Sood** [41] paper explores the interaction between service oriented engineering and model driven engineering. The work shows how these methodologies can benefit from each other. The paper introduces modeling as a Service (MaaS) to provide modeling that allows the deployment and on demand execution for services on the cloud. There are many applications of Maas such as distributed modeling tools to allow the specification, sharing of software models, Definition of modeling, availability of model transformation engines, improving scalability, model execution

---

<table>
<thead>
<tr>
<th>#</th>
<th>Category</th>
<th>Purpose</th>
</tr>
</thead>
</table>
| 4 | Evolution | • Used as a process of developing software as a service initially on the basis of some requirements, also to model requirements from iterations to be evolving.  
• Used to improve dynamic cloud service in heuristic manner with healthiness validated. | [27],[42]; [46]; | 3 |
| 5 | Quality attribute | • Multi tenancy helps to determine the number of resource provisioning to meet Service Level Objectives.  
• To run and manage multi-cloud systems, allows cloud solution that optimize the performance, availability and cost of the applications.  
• Achieves Reliability and scalability  
• Achieves Resource Scalability & Provisioning | [28],[29],[40]; [46]; | 1 |
| 6 | SOA | • Deliver services to either users or other services; created to satisfy business goals, using web services to handle communications. | [34],[35],[36]; | 2 |
| 7 | Migration | • Provide holistic view to inform decisions when migrating to clouds.  
• Benefits organizations to select efficient transition architectures to increase productivity and reduce complexity. | [37],[38],[39]; | 3 |
| 8 | Evaluation | • To analyze the impact of cloud adoption to identify potential risks and verify that the quality requirements have been addressed in the design, also to determine the robustness of systems. | [6]; | 1 |
and evolution, solving tool interoperability problems, and distributed global model management. However MDE models useful in the development of new SaaS applications could be used as part of service oriented architecture (SOA). There is no general agreement on the right set of models, languages, model transformations and software processes for the model driven development of SaaS systems. Furthermore, legacy system need to evolve and be adapted to be executed as service.

Mohammad Hamdaqa et al.[43] presents a model driven approach for building cloud application solutions. The proposed approach presents a Reference model (Meta model) that facilitates cloud applications development from the design to implementation without depending on specific PaaS or IaaS components. This approach can be used by developers to better understand cloud applications independently of any specific cloud development environment. Moreover, the approach can improve flexibility by forcing developers to select a cloud vendor before porting the legacy application to the cloud.

Frey and Hassel bring,[44] presents a framework to facilitate the migration of legacy software to the cloud. The steps begin from existing legacy systems, extract the actual architecture then use a Meta-model to generate the target model to system migration. A reference model starts from the cloud platform to extract elements and vocabulary to create the cloud Meta-model. The model needs to refine the syntax and create a platform independent modeling language for cloud applications. There are several projects that aim at addressing challenges by providing solutions for provisioning, deployment, monitoring and adoption of cloud systems such as Modeling QoS constraints. In addition time consuming services are identified as a challenge for adaptive systems. Moreover handling failures during adaptation because multi cloud systems involves complex actions may consists of sub actions.

In addition, there is a lack of a systematic engineering process and tools supported by reusable architectural artifacts[45]. The authors Nicolas Ferry et al.[46] proposed Cloud Modeling language (CloudML) explain that model driven techniques and methods facilitating the specification of provisioning and deployment concerns of multi cloud systems, this will enables the continues evolution of system between design time and run time activities. Argue model driven is suitable for developing complex systems.

Table 3. Related work using MDA for cloud applications development.

<table>
<thead>
<tr>
<th>REF</th>
<th>Author/s</th>
<th>Approach</th>
<th>Advantages</th>
<th>Limitations</th>
<th>Domain</th>
</tr>
</thead>
<tbody>
<tr>
<td>[6]</td>
<td>DaniloArdagna.e.tal</td>
<td>MODACLOUDS, model Driven Approach for the design and execution of applications on multiple Clouds. Allows early definition and assessment of quality at design time.</td>
<td>Supporting system developers and operators in exploiting multiple Clouds. Migrating applications from Cloud to Cloud (performance). Inform evolution process to design time.</td>
<td>Vendor lock in on cloud customer to decide on adoption model. Risk management used primitive tools. Quality Assurance need mechanisms to be able deploy and redeploy systems.</td>
<td>Business Application</td>
</tr>
<tr>
<td>[40]</td>
<td>Francesco Moscatoe.tal</td>
<td>MOSAIC Ontology methodology and Framework, aims at creating, promoting, open source (API) and platform for developing multi cloud oriented applications. Frameworks enhance modeling profile for verification QoS of cloud services.</td>
<td>Simple access to heterogeneous resources. Design interface for users and implemented existing services. Enable intelligent service discovery. (QoS) given for users to avoid locked-in and for providers to build on demand services.</td>
<td>Do not provide approaches to model and verify dependability during all phases of the life cycle. Difficult to achieved interoperability.</td>
<td>Multi Agent System</td>
</tr>
<tr>
<td>[41]</td>
<td>Hugo e.tal</td>
<td>Modeling as a Service (MaaS) to provide modeling and model driven engineering services from the cloud.</td>
<td>Using MDE for the development of SaaS applications. Using SaaS to deploy modeling services in the cloud.</td>
<td>No general agreement on the right set of models, languages, model transformations and software processes for the model driven development of SaaS systems.</td>
<td>SaaS application (SOA)</td>
</tr>
</tbody>
</table>
3.2 Discussion and Result

3.2.1 Result Analysis
In order to assess the benefits of MDA we provide a survey analysis on crosscutting concerns within the MDA context. We analyze MDA with respect to cloud applications development scenarios concerns. We first discuss the literature review, and outline literature selection based on cloud taxonomy issues stated in table (2). Furthermore, we compare different MDA used for cloud applications development to determine research challenges and limitations, as shown in table 3.

3.2.2 Open Issues
We discuss some issues and challenges that need further research in developing cloud applications based on MDA as follows:
- There is no generic cloud software architecture for designing and building cloud applications [43]. applications in cloud need to be reengineered with newer technologies [20] to distinguish the cloud development paradigm from the existing ones.
- Developers argue for the need for model driven techniques and supporting tools that facilitate the specification [46] of provisioning, deployment, monitoring and adaptation concerns at design time and their enactment at run time. The need to bind configuration management in order to minimize shortcomings [19].
- Need to build cloud applications that offer cloud providers for auto scaling mechanism for interoperability between clouds [6].
- The lack of standardization and common terminologies that challenges portability, also need to migrate application’s components between cloud providers as needed [6].
- Quality of applications pose a need for developers to be able to design their applications and for operators to operate, monitor and assure performance change of cloud applications to be able to deploy and redeploy on multi Cloud environments.

The above described effort in the area of applications on clouds indicates that the topic still requires research on new programming abstractions, developing and presents best solutions. We believe that the work described in this paper be a part of an interesting approach in this concern.

4. CONCLUSION
This paper surveyed research work on using model driven approaches for cloud applications development. We reviewed literatures of cloud computing with emphasis on Model Driven architecture. We covered the major methods, and summarized their features in Table 3. We also discussed several open research issues.

The result shows that most of methods focus on the main concept of model Driven Design to provide arguments that justify the effort of using these approaches that promise to make the cloud to be able to deploy and redeploy on multi clouds.

We believe our work provide a better understanding of principles and challenges of developing applications in clouds to help developers, architects and researchers to use, support, evaluate and predict different methods and techniques.
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Abstract: Development of web application nowadays can hardly survive without object oriented approach except for the purpose of just information display. The complexity of application development and the need for content organization has raised the need for web application developers to embrace object oriented programming approach. This paper exposes the impact of object oriented programming on web application development. The exposition was done through a detailed study and analysis of information from secondary sources. The internet was usefully employed to access journal articles for both national and international sources. Our study enables web developers and designers to understand web application features, tools and methodologies for developing web application. It also keeps researchers and scholars abreast of the boost which OOP has brought into Web Applications development.
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1. INTRODUCTION
According to [17], Web Applications are web sites which are dynamic in nature and uses server side programming to allow a good interaction between the user form at the front end, and the database at the back-end. Such applications include but are not limited to: Online Banking, Online Reservations, e-commerce or Shopping Applications, Online Training, Online Polls, Blogs, Online Forums, Social media sites, Location based services, and Content Management Systems. Web applications are mostly preferred to their off-line counterparts because of their ability to provide multiuser interface; centralized maintenance and updates; thin client integration; distributed processing; multilingual programming; and cross platform interoperability using either the Internet, Intranet or Extranet technologies. Web applications have become very popular in the software market because of this popularity; most application developers are converting their legacy applications to the Web platform. Hence, today, virtually all kinds of applications are supported on the Web. These applications range from small scale services to large scale enterprise software.

Early web implementations were only based on low level tools that do not support high level abstraction for sharing and reuse. This lack of appropriate abstractions made it difficult to create frameworks that supported the reuse of different existing components. However, with the evolution of web application in the late 90s, Web (software) engineers realized the need for modularity of concerns to accommodate big and complex applications [1]. Hence, technologies like Document Object Model (DOM) and Extensible Markup Language (XML) which supports object oriented principles (such as modularization, encapsulation and abstraction) were developed. This bridged the gap between higher and lower level implementation [12]. Today different frameworks and tools have been developed with maximum support of object oriented concept for web application development.

Our objective in this paper is to expose the impact of object oriented programming paradigm on web application development. Our study will also enable web developers and designers to understand web application features and popular languages, tools, and methodologies for developing web application.

The remaining sections of this paper are arranged as follows: In section 2 and 3, we reviewed computer classes and computer application; the features and popularity of web applications; web application development languages and tools, and methodologies for developing web application. However, our discussion in this section will be mainly focusing on the functionality and history/evolution of the tools. In section 4, we discussed the impacts of object oriented programming on web application. Finally, we concluded our paper with the contribution of object oriented programming on web application development.

2. LITERATURE REVIEW
Many of the studies in the area of web application development have mainly focused on the evolution of web application and comparison of web application development languages. Jazayeri wrote on trends and status quo of web application [16], Ronacher presented security related issues in web application [21], Vosro and Kourie wrote on concepts and web framework [25]. Purer highlighted some differences, advantages and drawbacks of PHP, Python and Ruby [20]. He compared the languages based on history, evolution, popularity, syntax, semantics, features, security and performance in web application environments. Cholakov analyzed PHP and summarized some drawbacks [6]. Gellersen and Gaedke in their article [12], overviewed object oriented web applications and identified object-oriented model for web applications, they found that XML technology contributes in enabling high level abstractions for design level modeling in a markup language. Matsson identified the strengths and weaknesses of object oriented frameworks [18]. Finifter and Wagner explored the relation between web application development tools and security [10]. Chatzigeorgiou et al, evaluated object oriented design with link analysis [5]. Paikens and Arnicans explored the use of design patterns in PHP-based web application.
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2.1 Computers and Computer Applications
Although, early computer applications run on mainframe computers, and application development were mainly on a low level languages accessed through a low technology terminal device. However, the popularity of computer applications started when the Personal Computers (PC) were invented. This technological advancement made computers more affordable and accessible. Also software developers started developing standalone applications that run locally on the PC. PC networking technology was subsequently discovered and client-server applications were created, which allowed PCs to remotely connect to servers and share information. Create a link between PC networking and the internet. With the constant decrease in prices of microcontroller; high speed of internet connectivity and increase user participation on Web platforms, the Web became a dominant platform for applications development.

2.2 Classes of Computer Applications
There are several classifications of computer applications: based on uses (Graphics applications, accounting applications, etc); based on the developer (proprietary or non-proprietary). In-lieu of our discussion, we shall classify computer applications based the platform they run. These include:

- **Desktop Application**: These are applications which run on the desktop computers. They are developed to be installed and run on a particular system hardware and operating system. One major advantage of desktop applications is that they are standalone applications; hence they do not need network connection to operate [4].

- **Web Applications**: these are client-server software applications that run on Web browser. Unlike desktop applications that depend mainly on the operating system or hardware platform, a Web application depends on the web browser and server. Any computer device with web browser and internet connection can run web application irrespective of the operating system and hardware platform [3].

- **Embedded Applications**: these are applications that are written inside Read-Only Memories (ROM) of computing controlled appliances. These types of applications differ significantly from desktop and web application mainly in environmental conditions such as real time, performance expectations, maintenance difficulty, changing platforms, just to mention [9].

- **Mobile Applications**: these are applications that run on mobile devices such as PDA, GSM and Android phones, etc. The early mobile phones were mainly capable of making and receiving calls, sending and receiving Short Message Service (SMS), without sophisticated applications. With Wireless Application Protocol (WAP) standard, new mobile applications that run on WAP browser started to emerge [24]. Just like standalone desktop applications, mobile applications can be standalone and as well web based or even embedded.

2.3 Web Application, Their Features and Popularity
Though early stage of the Web evolution, Web 1.0, which existed between 1990 and 2000 [8] enjoyed some level of growth due to its multiuser interface; single point maintenance and updates; distributed and hyperlinked documents etc. The level of popularity and user activity was still low owing to the fact that most of the websites developed using web1.0 was static and operated in brochure architecture with only professional web designers producing the content for users to access.

The Web platform we enjoy today, Web 2.0 has grown tremendously with resurgence of popularity and interest from millions of companies and billions of users across the world. Web 2.0 operates in architecture of participation were companies only provide the platform and users generate the content. Most sites on the Internet today like wikis, blogs and social media sites all present user generated content bringing the shift from few powerful professionals (programmers) to many empowered users [15]. In-lieu of this development, so many tools have been introduced to enable more user participation such as the Rich Internet Applications (RIA) and AJAX (Asynchronous JavaScript and XML) technologies. These technologies are used to develop web applications, which look and behave like desktop applications.

At the root of this Web 2.0 evolution, which is triggered by technologies like AJAX, Document Object Model (DOM), RIA, frameworks etc, is enshrined the concept of Object-Oriented Programmed (OOP). Hence, the knowledge of these tools and OOP cannot be ignored.

2.4 Web Application Tools and Languages
The World Wide Web operates in client-server architecture with the user making request using his/her Web browser at the client-side and the Web server, on the server-side, responding to user request. The entire Web 2.0 technologies can simply be categorized into AJAX technologies, RIA technologies and Frameworks. Hence, we shall discuss Web application tools and languages under the following: Client-side technologies, Server-side technologies and Web Application Frameworks

2.4.1. Client-Side Technologies
These are Web technologies, tools and languages that run on the browser. Some of these tools include but are not limited to the following:

- **Web Browser**: The major responsibilities of web browsers are: (1) to generate and send request to web servers. These requests can be from hyperlinks, submitted forms, Uniform Resource Locator (URLs) and Hypertext Markup Language (HTML) pages. The request could also involve auxiliary resources like applets, and images, which accept and interpret responses from web servers to produce visual representation; (2) to render results in web browser window or tools from third party based on the type of content, [23]. Some of the most popular web browsers are Internet Explorer, Chrome, Firefox, Safari and Opera, etc.

- **RIAs client technologies**: Rich Internet Applications (RIA) are Web applications that behave and look like desktop applications. RIAs are the major attraction of the Web 2.0. RIAs client technologies are RIA technologies that run on the browser. This include Microsoft Silverlight, Linux Moonlight, Adobe Flash, Adobe Flex, etc

- **AJAX technologies**: Asynchronous JavaScript and XML (AJAX): this is one of the key technologies of Web 2.0 and RIAs. AJAX allows different sections/regions of a Web page to be refreshed separately while the user is still
on the same page. In RIA, AJAX technologies provide the fast response of the application. Common AJAX technologies are XHTML (Extensible Hypertext Markup Language), CSS (Cascaded Style Sheet), JavaScript, DOM, XMLHttpRequest (Extensible Markup Language) [22]. AJAX implements the Object Oriented Model. For example using the DOM, each element of a Web page can be treated as an object which can be created, modified or removed independently.

2.4.2. Server-Side Technologies
These are technologies, tools and languages that run on the Web server. Some of tools include:
- **Web Server**: these are software applications that store the hyperlinked documents and other Web resources for users to access. IIS (Microsoft Internet Information Services) and Apache (developed by Apache Software Foundation) are the most popular Web servers today.
- **Database Management Systems (DBMS)**: most Websites of today’s Internet use DBMS to store their data. These databases are managed with DBMSs which are installed separately or as a suite. Common DBMS on the Internet are Structured Query Language (SQL) based. These include: SQL Server, MySQL, and Java DB.
- **RIAs Server technologies**: these are RIA languages and frameworks that run on Web Server. They include Perl, PHP, Ruby, Ruby on Rails, JavaServer Faces, Active Server Pages (ASP & ASP.NET) and Web Services.

2.4.3 Web Application Frameworks
Web application frameworks are sets of precompiled libraries, components and software tools arranged in such a way to separate content from presentation. This is done by dedicating the task of presentation formatting to web designers, while developers will be responsible for program logic and access the content [17]. This practice creates a consistent architecture whose user requirements are co-involved, programming, testing and bug fixing, system testing, implementation and maintenance [11].

2. Agile Software Development: is a set of methodologies (like Scrum) that uses few resources to build software faster. Agile methodologies are often used for systems whose user requirements are constantly changing [17].

3. Object-Oriented Methodologies: over the years a lot of software methodologies have been proposed by different authors using object-oriented concept to address contemporary issues on the Web. They include:
   a. **WebComposition**: is an object-oriented methodology that decomposes Web applications into components. Each component (page, site etc) is defined in terms of its state and behavior. This approach maintains support for software reuse, high level abstraction, run-time management and maintenance throughout the development cycle of the web application [13].
   b. **W3Objects**: this methodology encapsulates the web elements as objects with well defined interfaces for interaction with other objects. Each object can inherited to build new ones. Using W3objects, the problem of referential integrity and transparent object migration can be well handled [14].
   c. **Jessica**: is a web engineering system that employs object-oriented abstraction model of HTML++ (a methodology similar to W3objects). Jessica system is made up of two major component: an Object-oriented language component of the web application and a compiler that maps the abstract system definition into highly dynamic Web services [2].

3. WEB APPLICATION DEVELOPMENT METHODOLOGIES
A web application is a client to server application that generally adopt web browser as its client, the browser sends requests to the server and the server generates responses and send to the browser [23]. There are several approaches to web application development. The choice of development approach depends on several factors such as the nature of the information, scale of the application, frequency of content update, experience of the developer, and many more. In this paper, we briefly look at 3 methodologies.

1. **System Development Life Cycle (SDLC)**: is the traditional process of developing software or web applications by including research to identify and define the application requirements, information analysis, architectural design and specifications blueprint, team involvement, programming, testing and bug fixing, system testing, implementation and maintenance [11].

<table>
<thead>
<tr>
<th>Tools</th>
<th>Frameworks</th>
<th>IDE</th>
</tr>
</thead>
<tbody>
<tr>
<td>PHP</td>
<td>Zend, CakePHP, Symfony Project, Seagull, WACT, Prado, Zoop, PHP on TRAX, eZ Components, CodeIgniter etc.</td>
<td>Micromedia, Dreamweaver, NetBeans, JetBrains, WebMatrix3 etc</td>
</tr>
<tr>
<td>JSP</td>
<td>Struct 2, JavaServer Faces (JSF), Spring MVC, Wicket, Stripes, Tapestry, RIFE, Seam, Google Web Toolkit (GWT), OpenXava etc.</td>
<td>Eclipse, JavaBean, JBuilder, Micromedia, Dreamweaver, Sun Java Studio Creator, Borland JBuilder, Stylus Studio, Oracle JDeveloper etc.</td>
</tr>
<tr>
<td>ASP</td>
<td>ASP.NET MVC Framework, ASP.NET Dynamic Data, Mono Rail, OpenRasta, Component Based Scalable Logic Architecture(CBSLA), Base One Foundation Component Library(BOFCL) etc.</td>
<td>Visual Basic .NET, Cludo, WebMainix3, MonoDevelop, JetBrains, WebBuilder, NetBeans etc.</td>
</tr>
</tbody>
</table>

Table 1. Web Application Development Tools, Frameworks and IDEs.

4. DISCUSSION
Object oriented programming is currently the flexible programming pattern that every software developer or programmer employs, this OOP concept applies to both web application development and standalone software development. Many programming languages and frameworks particularly for web applications are now structured along-side OOP techniques. It is clear that all the recent frameworks for web application development maintain a solid structure of object oriented techniques and design patterns. It is therefore necessary to understand what impact object oriented approach
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has on web application development. We have considered this under positive impacts and challenges posed by the approach.

4.1 Positive Impacts of OOP on Web Application

The popularity of web applications (web Apps) was the reason for the applications developers to evolve a more robust technique for the web App development. The adoption of OOP techniques in web App development has brought about the following:

1. Reduce the number of code a programmer needs to write: if the application a programmer is developing requires a similar functionality of already developed application, the programmer just need to edit little code to meet the programmers required function than writing the whole code from scratch.

2. Enable reuse of design and code function: in developing a web application a programmer do not need to write the whole code for the application, he/she can easily copy design or code function from other Apps and add to his/her project to suite his/her application needs.

3. Transfer design knowledge and experience to a developer: from the reuse of design developed by others, design knowledge and experience can easily be transferred.

4. Improved Maintainability of web application: since object oriented approach breaks complex programs into separate modules. Functions can easily be removed or updated on web page without affecting other functions.

5. Reduce the cost and time of developing a web application: With availability of function codes (for example one can get a JavaScript code that displays time in an application and integrate into a program) and rich library of object oriented programming, there is a reduced time and cost for web App development.

6. Improve application access restriction from unauthorized person: The concept of encapsulation in object oriented approach enables web application to specify access right to a function or content on web application. In fact, this benefit to web application has actually contributed a lot to the acceptance of web applications in several sensitive areas like e-Banking and e-commerce.

7. Create opportunity for web application development framework: using the object oriented concept, reusable framework elements have been developed. This can be embedded within the pages of a website to provide authentication, data access and transformation, session and state management.

8. It creates opportunity for integration of external web application with other web application such as Intranet and Extranet, by allowing object/module to be accessible to other functions or programs.

9. Proper computation and organization of complex tasks: object oriented approach helps to specify responsibilities and the distribution of these responsibilities among the cooperating objects. This helps to solve complex tasks and create opportunity for multi-tasking.

4.2 Challenges with OOP on Web Application development

Though the OOP technique sounds wonderful for web App development, it does present some challenges to web App developers. The most serious among these challenges include:

1. Requires expert knowledge: developers or programmers who are just starting-out will find it difficult to integrate HTML and Scripting language as it requires a descent level of understanding of various Object Oriented Programming (OOP) techniques and principles.

2. Difficult to find bugs in code especially when embedding scripting language with HTML code. Again, one can introduce unknown bug through code reuse from copying a function from other sources.

3. It creates opportunity for cyber attack through the support for integration of code from third party application. Object oriented pattern accepts integration of object from other source which can permit application attack.

5. CONCLUSION

The popularity of the Web and its impacts as a client-server system has led to a vast collection of web application. That was not so until frameworks and other technologies that supported object-oriented concepts were introduced. Our study has shown the various classes of computer and its application development more especially in the area of web applications. The object-oriented paradigm has been shown to be the most secured and flexible pattern for developing web application by shifting task from functional modules to a more confined level. Despite the few challenges with the integration of object-oriented concept in Web development, our conclusion is that the impact of object oriented approach on web application development (especially in the areas of resource reuse, extensibility, maintenance, scalability and delegation) are implicit: This impact has been tremendously positive and has brought about and a large acceptance of web applications. Hence web App development has become a boom due to OOP.
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Abstract: Frequent item set mining is to find the set of item occur frequently in the database. Transactional database are insufficient to analyze the data in current shopping trends and dynamic dataset that update in data set. Discovering frequent item set play an important role in mining association rules, clusters ,web long mining and many other interesting pattern among complex data. Efficient algorithm for analyze frequent item set based on the memory utilization and performance at the run time. Differential private FIM to find high data utility and high degree of privacy in the database.

Keywords: Frequent item set (FIM), cluster association rule, Differential Private frequent item set

1. INTRODUCTION

Frequent item set play an essential role in many data mining task that try to find out interesting pattern from databases such as association rule, correlation ,sequences, classifiers and clusters association rule helpful for analyzing customer behavior in retail trade, banking system etc. Frequent item set tries to find item set that occur in transaction more frequently than given threshold. FIM treat all the item having the same unit profit. Differential privacy offer strong privacy of released data without making assumption about an attacker background knowledge. Sequential pattern mining is define to finding statistically relevant pattern. The customer buying first a mobile phone, data cable and memory card if it occur frequently in a shopping history database is a sequential pattern. Association rule can be defined as \( \{X,Y\} \Rightarrow \{Z\} \) the customer buys X,Y product and they like to buy Z.

2 RELATED WORK

2.1 Association rule

An association rules provide information in the form “if-then” statements. Association rules are computed from the data and unlike the if-then rules of logic but the association rule are probabilistic in nature. If 90% of transaction that purchase mouse and pen drive, then also purchase headset.

**Antecedent:** mouse and pen drive

**Consequent:** headset

**Confidence factor:** 90%

As an addition to the antecedent( the “if” part)and the consequent (the “then” part) an association rule has two number that express the degree of uncertainty about the rule. Association analysis the antecedent and consequent are set of item.
of the item set are maintained in a tree-based structure called utility pattern tree. The construction of the UP-tree can be performed

<table>
<thead>
<tr>
<th>ASSOCIATION RULE</th>
<th>APERORI</th>
<th>FREQUENT PATTERN</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Advantages</strong></td>
<td>Predictability, support</td>
<td>Easily parallelized</td>
</tr>
</tbody>
</table>
| **Disadvantage** | • Obtaining non interesting rules  
• Huge number of discovered rules  
• Low algorithm performance | • Bottle neck problem  
• Requires many database scan | • It is tree based structure when the database size increase when the node disconnect difficult to find the item set  
• It does not fit into the memory |

**FIGURE 2: ALGORITHM MERITS AND DEMERITS**

2.2 Apriori Algorithm

This algorithm uses the association rule to find out frequent item set in transactional database. It uses bottom up approach for finding frequent item set and breath first search method .Hash tree to count the item set effectively

2.3 FP growth Algorithm

Frequent pattern algorithm is fragment growth method .it store all the item set in tree structure .FP growth algorithm use both horizontal and vertical database to store data set in main memory.FP growth algorithm is based on the depth first search method A frequent item pattern tree is a tree structure .

2.4 UP growth Algorithm:

Utility pattern growth algorithm for mining high utility item set. The information

With the two scan original database Step involved while construct UP-tree During First scan of the Database

**STEP1:** TU (Transaction Unit) of each transaction is computed

**STEP2:** TWU (Transaction Weight Unit) of each single item is also calculated

**STEP 3:** Discarding global unpromising items.

**STEP 4:** Unpromising item are removed from the transaction

**STEP 5:** The remaining promising item in the transaction are sorted in the Descending order TWU

Second scan

**STEP 6:** Transaction is inserted into UP (Utility Pattern)

3 DIFFERENTIAL PRIVACY

Differential privacy aim to publishing the frequent item set from the original database without providing the information about individual details. Differential privacy
ensures that the removal or addition of a single database item

Differential Privacy main concept is sensitivity. The amount of injected noise is carefully calibrated to the sensitivity. The Laplace Mechanism add noise drawn roughly from the Laplace distribution. To support multiple differentially private computation sequential composition guarantees overall privacy

4 EFFICIENT METHOD FINDING FREQUENT ITEM SET AND DIFFERENTIAL PRIVACY

Cheng –Wei Wu[3]: paper proposed lossless and compact representation named high utility item set(frequent item set). To mine the representation three algorithm are proposed AprioriHC(Apriority-based approach for mining high utility closed item set),AprioriHC-D (AprioriHC algorithm with discarding unpromising and isolated item) and CHUD(Closed High utility Item set).AprioriHC discard the global unpromising item and Isolated Item Discarding Strategy for finding itemset. AprioriHC perform breadth-first search in horizontal database and CHUD perform depth first search in vertical database. Derive High Utility Item set (DAHU) for efficiently recovering all the High utility item set from the CHUD

Vincent Tseng[4]: Proposed two efficient algorithm UP-growth and UP-growth+ for mining high utility item set from transactional database. In this algorithm construct UP-tree for maintaining information about high utility Item set. Potentially High Utility Item(PHUI) set have been generated from the UP-tree with only two scan of the original database

Freddy Chong Tat Chua [5]: Proposed a social correlation framework that incorporates a probabilistic social correlation into a latent space approach. Two generative models are used they are Sequential Generative model describe the social correlation matrix and Unified Generative Model. In this method efficient parameter estimation solution based on the expectation maximization. In this paper is focused on item adoption predication based on the social links Differential private transaction splitting methods

Sensu[6]: proposed Private FP-growth (PFP-growth) Algorithm. It consist of two phase they are preprocessing phase and mining phase. In the preprocessing phase improve the utility–privacy Tradeoff and smart splitting method to transform the database. In the mining phase a run time estimation method is used to estimate the actual support of item set. Downward closure property used in dynamic reduction method to dynamically reduce the amount of noise added to provide privacy during the mining process

Cynthia Dwork:[7]:proposed privacy mechanism add noise to the transferring data item set. In this Gaussian noise are used instead of Laplacian. A finer analysis of realistic attack and to provide differential privacy are used sharpen the result and difficult to analyze the techniques used for transforming the data sets.

5 CONCLUSIONS

Frequent item set is very important to find out from the large data set. Online transaction has increases need to find out which item has frequently access. Privacy mechanism discussed adds an amount of noise in the data set. Summary of the in-depth analysis of few algorithm s is done which made a significant contribution to the search
of improving the efficiency of frequent item set mining algorithm

6 FUTURE WORK

In this paper, we done comparative study and analysis of efficient algorithm techniques, but these techniques have pros and cons, therefore there is necessity to develop such technique to overcome the entire disadvantage to find frequent item and to provide privacy accessing data from the database.
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