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Abstract- Comparison between RISC and CISC in the language of computer architecture for research is not very simple because 

a lot of researcher worked on RISC and CISC Architectures. Both these architecture differ substantially in terms of their underlying 

platforms and hardware architectures. The type of chips used differs a lot and there exists too many variants as well. This paper 

gives us the architectural comparison between RISC and CISC architectures. Also, we provide their advantages performance point 

of view and share our idea to the new researchers. 
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I. INTRODUCTION 

The Microprocessor chips are divided into two categories. 

In both of these architectures 

the main purpose is to optimal the performance of the 

system. Our Research on these two architecture which is 

complex but we do our best [1-8]. CISC is stand for complex 

instruction set computer. Nowadays the PCs mostly uses 

CISC architecture Like AMD and Intel etc. CISC chips have 

large and complex instructions [9-13]. We know that 

hardware is faster than software so therefore one should 

make a powerful instruction set which provides 

programmers with assembly instructions to do a lot with 

short program. In common CISC chips are relatively slow 

(as compared to RISC). 

RISC is stand for Reduced Instruction Set Computer. 

Nowadays mostly Mobile Phones Based on RISC 

architecture Like MIPS and ARM etc. RISC has simple and 

small Instruction. RISC chips Comes around the mid 80’s 

because the reaction of CISC chips. The philosophy behind 

that almost no one use complex instructions and mostly 

people uses compilers which never use complex 

instructions. So for Apple uses RISC chips [14-20]. So 

therefore simple and faster instructions are better than large 

complex and slower (CISC) instructions. However, RISC 

required more instruction to complete a task than CISC. An 

advantage of RISC is that because it more simple 

instructions. RISC chips require less transistors which 

makes easier to design and cheaper to produce. So now it 

easier to write powerful optimal compilers since fewer 

instructions exists. 

 

 

 

 

 

 

 

II. COMPARISON OF RISC AND 

CISC 

First we explain the properties of CISC architectures and 

then we explain the properties of RISC architecture.  

Properties of CISC: 

1. Some simple and very complex instructions 

2. In CISC instructions take more than 1 clock per 

Cycle to execute 

3. Variable size instructions 

4. No pipelining  

5. Few registers  

6. Not a load and store machine 

7. For Compilation not so good in term of speed  
8. Emphasis of Hardware  

9. Transistors are used for storing complex 

instructions 

Properties of RISC: 

1. Small and simple instructions  

2. In RISC Instructions are 

execute in one clock cycle per Instructions 

3. All instructions have the same length 

4. Load and Store architecture implemented due to 

the desired single-cycle operation 

5. Have Pipelining  

6. More register than CISC  

7. Optimal compilation speed as compared to CISC 

8. Emphasis on software 

9. Compare to CISC a RISC Spends more transistors 

on memory registers 

Examples of CISC and RISC Processors are shown in Table 

1. 
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Table 1: RISC and CISC Architecture 

 

CISC  RISC 

IBM 370-169 MIPS R2000 

VAX 11-780 SUN SPARC 

MICROVAX 2 INTEL i860 

INTEL 80386 MOTOROLA 8800 

INTEL 80286 POWERPC 601 

 

A. ADVANTAGES OF RISC: 

Implementation with simple instructions provides many 

advantages over implementing as compared to CISC 

Processors. Simple instruction set allow for  pipeline 

superscalar designing RISC processor often achieved two to 

four times performance of CISC processors using [21-27] 

comparable semiconductor technology and similar clock 

rates. 

Simple hardware. Because instructions set of a (RISC) 

processor is so simple, it uses up much less chips spaces and 

extra functions i.e. memory management unit or floating 

point arithmetic units, can also be placed on the similar chip. 

Smaller chips allows a semiconductor manufacturers to 

placed more parts on single silicon wafer which can lower 

per chips cost dramatically and have short design cycles. 

Since RISC processors are simpler than corresponding CISC 

processors they can be design more quickly and take 

advantage of other technological [28-33] developments 

sooner than corresponds CISC design leading to great leaps 

in performance between generations. 

B. Advantages of CISC: 

At the time of their initial development CISC machines use 

technologies to optimize the performance of a computer. 

Microprogramming is easy as assembly Programming 

language to implement and less expensive than hardwiring a 

control unit. 

 The ease of micro coding newly instructions allows 

designers to make (CISC) machines upwardly compatible 

new computer run the same programs as early computers 

because the new computers would contained a superset of 

instructions of earlier computers. As each instruction 

became more capable less instruction used to implement the 

given task. This made efficient uses of the relative slow main 

memory. 

Because micro program instructions set can be write to 

match the construct of high level languages the compilers 

doesn’t have to be as complicated. 

 

III. PROBLEM STATEMENT 

 

We discussed the RISC and CISC Architectures. Nowadays 

the Technology is growing rapidly the problem is that how 

fix the problem of performance between Risc and Cisc to 

overcome the Comments of different architecture [34-36] 

who claim the issues of Performance. 

 

IV. PROPOSED IDEA 

 

We study a lot of Research Articles Our statistics is 40 to 50 

percent Researchers talk about the same issues. So in our 

idea is to combine these to Architectures and make a hybrid 

processor to overcome the problem but it is not so simple it 

take a lot of time.  We call Fresher Students or Professionals 

to do work on the hybrid processor based on Risc and Cisc 

which will be helps the designers and developers. 

The motivation for the design of RISC processors arose from 

technological developments which changed gradually the 

architectural parameters traditionally used in the computer 

industry. Researchers have already given a detailed account 

of the prehistory of RISC. At the abstract architectural level 

the general trend until the middle of the seventies was the 

design of ever richer instruction sets which could take some 

of the burden of interpreting high level computer languages 

from the compiler to the hardware. The philosophy of the 

time was to build machines which could diminish the 

semantic gap between high level languages and the machine 

language. Many special instructions were included in the 

instruction set in order to improve the performance of some 

operations and several machine instructions looked almost 

like their high-level counterparts. If anything was to be 

avoided it was, first of all, compiler complexity.  

At the implementation level, microcoding provided a general 

method of implementing increasingly complex instruction 

sets using a fair amount of hardware. Microcoding also made 

possible to develop families of compatible computers which 

differed only in the underlying technology and performance 

level, like in the case of the IBM/360 system.  

 

The metrics used to assess the quality of a design 

corresponded directly to these two architectural levels: the 

first metric was code density, i.e., the length of compiled 

programs; the second metric was compiler complexity. Code 

density should be maximized, compiler complexity should 

be minimized. Not very long ago Wirth [1986] was still 

analyzing some microprocessor architectures based exactly 
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on these criteria and denouncing them for being 

"halfheartedly high-level language oriented." 

 

V. CONCLUSION  

In this paper we briefly explain RISC and CISC architectures 

on the bases of their properties and also explain their 

advantages. Now Due to this exploration both architectures 

RISC and CISC have continuously developed. The RISC 

architecture had advantages that the results to a machines 

excellent performance and adopted for commercial products. 

We also talk little bit about the performance problem provide 

idea for Researchers to further explain the Risc and Cisc and 

also to Clarify the new Processor based on Risc and Cisc. 
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