
International Journal of Computer Applications Technology and Research 

Volume 5– Issue 8, 509 - 515, 2016, ISSN:- 2319–8656 

www.ijcat.com  509 

A Gene Structure Prediction Model using Bayesian 

Algorithm and the Nearest Neighbor  

 
Elham Naseh 

Department of Computer Engineering, Qeshm 

international Branch, Islamic Azad University 
Qeshm ,Iran 

 

*Ali Asghar Safaee 

Department of Medical Informatics,  

Faculty of Medicine,  

Tarbiat Modarres University 

Tehran, Iran 

 

 

Abstract: Basically genetic disorders include general problems and issues that are caused by the failure of one or more of the genome, 

and usually appear at birth; although they sometimes occur later. Genetic diseases may not be inherited and they may be caused as new 

mutations in the genome of embryos. Like many other diseases, diagnosis, treatment, and prognosis of genetic diseases is very important 

and sometimes complex. One of the best ways of treating genetic diseases is its diagnosis in a fetus. All gene structures of a fetus should 

be available in order to diagnose genetic disease. This structure can be achieved when the fetus is seven months and there are just 5% to 

30% of gene sequence structure before seven months. To solve this shortcoming and fix the obstacle in the diagnosis of diseases, 5 to 

30% of the gene sequence structure of the whole structure of the fetus is predicted with the help of parents’ gene structure. In previous 

studies, gene structure prediction using machine learning algorithms has achieved a maximum accuracy of 95%. 
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1. INTRODUCTION 
Genetic diseases are one of the most serious issues in the 

field of health and medicine and researchers' efforts in related 

sciences and various fields still continues. Genetic diseases 

include diseases that are caused by failure or mutations in the 

genes or genetic material of humans. These diseases often 

occur at birth, but can also occur years later. Genetic diseases 

may not be inherited, for example they may be created as a 

result of new mutations in the genome of the fetus.  

If genetic diseases are diagnosed before birth, they are 

treatable. One of the ways to diagnose genetic disease is based 

on the availability of fetus’ genetic sequence. But the challenge 

is that only about 10% of genes have been identified in the 

embryonic time and 90% remains uncertain. In other words, the 

entire structure of genes is completed at birth, when almost all 

genetic diseases are no longer curable. Therefore, the 

remaining uncertain 90% of fetus’ genetic structure should be 

predicted with the help of parents’ chromosome structure and 

10% of fetus’ cell sequence in order to overcome this challenge 

[8, 9]. As it seems, predicting something that much of it is not 

available based on a much smaller proportion (predicting 

remaining 90% based on 10%) is very difficult and acceptable 

accuracy in the prediction will be of great importance. 

To learn more about the issue that we face, some additional 

details are provided here. Deoxyribonucleic Acid (DNA), 

discovered in 1869 by Friedrich Miescher [1], is a chemical 

structure that creates chromosomes. The part of chromosome 

that has unique characteristics is called a gene. 

DNA has a spiral structure and is formed by a double-

stranded genetic material, wrapped around each other in a spiral 

form. Each strand contains a base composition that is called 

nucleotide. Each basic composition is formed by four structures 

(adenine A, guanine G, cytosine C, thymine T). Human cells 

have twenty-three pairs of chromosomes [2, 3]. 

Human cells inherit two different groups of chromosomes, 

one group from father and the other from mother. Each group 

of chromosome is made up of 23 single chromosome (22 

asexual chromosomes and one sexual chromosome, either in 

the form of Y or in the form of X). The group of chromosome 

that can be seen in Figure 1 is for father’s chromosomes (since 

it has chromosome X (XY) and chromosome Y). If the group 

of chromosome is for mother, the group will include 

chromosome X and again chromosome X. 

 

Figure 1: Father’s chromosome structure [4] 

In principle, every living entity has many attributes of: 

color, size, horned or polled. These are a few of the traits that 

are passed from parents to offspring. These traits are controlled 

by the genes. Genes are small and complex molecules that are 

on chromosomes. Any existing entity contains several thousand 

pairs of genes, half of which is inherited from father and the 

other half is inherited from mother, and these genes together 

form genotype of that existing entity [5]. 

Genotype determines the approximate function of an 

organism on different characteristics. Each pair of genes 

control some of the characteristics. Some characteristics have a 

very high heritability, but some others have a very low 

heritability [6, 7]. 

In this case, the gene structure of a fetus should be predicted 

with the help of parents’ genes. Gene structure is a series of 
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DNA coding sequence. DNA has a basis code of two. DNA 

structures can be seen in Table 1. 

Table 1: DNA code structure 
Equivalent 

binary code 
Equivalent code Gene name 

00 0 Guanine (G) 

01 1 Cytosine (C) 

10 2 Adenine (A) 

11 3 Thymine (T) 

 

Human beings have a sequence of DNA. An example of 

sequence can be seen in Figure 2. 

C C T T C G G T T C C A C DNA code 

1 1 3 3 1 0 0 3 3 1 1 2 1 Equivalent code 

01 01 11 11 01 00 00 11 11 01 01 10 01 Equivalent binary code 

Figure 2: Gene sequence structure 

Gene sequence of a fetus for any DNA is one of the 

following three conditions: 

• Father’s code has been copied. 

• Mother’s code has been copied. 

• None of mother’s or father’s code; a mutation has 

occurred in this case. 

In Figure 3, the gene structure of a fetus, father, and mother 

has been shown using DNA code. 

13 12 11 10 9 8 7 6 5 4 3 2 1  

C C T T C G G T T C C A C Father’s DNA code 

T C G C A G T A T T C A A Mother’s DNA code 

C C T A A G G T T C C A A Fetus’ DNA code 

Figure 3: Fetus’ DNA structure based on parents’ DNA 

As can be seen in Figure 3, each DNA contains 13 gene 

sequence. Each gene sequences that include father, mother, and 

fetus’ code is called the Trio. In Figure 3, 13 Trio can be seen, 

In Trios one to three, father’s DNA code is copied, mother's 

DNA code is copied in Trios eight to nine, gene mutation has 

occurred in Trio ten, and father’s DNA is copied in Trios eleven 

to thirteen.  

The change of DNA code from father to mother and vice 

versa is called crossover. Crossover has occurred in trios three 

to four, seven to eight, nine to ten, and ten to eleven. 

 Up to 5 to 30% of a fetus’ DNA codes are determined up 

to 7 month and the remaining DNA codes are changing. An 

example of codes excluded from DNA structure can be seen in 

Figure 4. 

13 12 11 10 9 8 7 6 5 4 3 2 1  

01 01 11 11 01 00 00 11 11 01 01 10 01 Father’s DNA code 

11 01 00 01 10 00 11 10 11 11 01 10 10 Mother’s DNA code 

01 ? ? ? ? ? ? 11 ? ? ? ? 10 Fetus’ DNA code 

Figure 4: Equivalent binary code of sequence structure of fetus 

and father and mother in figure 3 that just 3 trios are determined 

As can be seen in Figure 4, only 3 Trios of the fetus have 

been found, but fetus’ parents’ codes are all determined. Now 

all fetus’ codes should be identified with the help of prediction 

models (such as the proposed algorithm). 

The rest of the article would be as follows: the research 

papers and related work are introduced in section 2. The 

proposed model to predict gene structure is presented in section 

3 and section 4 empirically evaluates the proposed model. 

Conclusions and recommendations for future studies are 

provided in sections 5 and 6. 

 

2. RESEARCH BACKGROUND 
 

In a study conducted by Rutkoski et al. (2013) entitled as 

"imputation of unordered markers and the impact on genomic 

selection accuracy", it was shown that genomic selection is a 

breeding method to accelerate the rate gene gain. In this study, 

using four empirical datasets, four imputation methods 

including k-nearest neighbors, singular value decomposition, 

random forest regression, and expectation maximization 

imputation were evaluated and characterized in terms of their 

imputation accuracies and the factors affecting accuracy. It was 

shown that SMV has a high accuracy of 93%. 

In 91 years, Mrs. Maryam Ali in his thesis on DNA and 

predicted protein structure, and neuro-genetic algorithm used 

to predict [10], the results show that these methods increase the 

overall accuracy, quality improvement predict and solve the 

problem of unbalanced data, the prediction accuracy of 92% 

have been reported in this study. 

Alireza (2012) predicted protein structure on DNA using 

Neuro-genetic algorithm in her thesis [10]. The results show 

that these methods increase the overall accuracy, improve 

prediction quality, and solve the problem of unbalanced data. 

The prediction accuracy has been reported to be 92% in this 

study. 

In this study, we set out to achieve higher accuracy in the 

proposed algorithm; therefore, a combination of Bayesian 

algorithm and nearest neighbor has been used. 

Bayesian algorithm is a statistical method that is based on 

the conditional probability, i.e. by classifying we seek to define 

the class of a new sample, which is the main goal of 

classification [17]. 

In this method, which is based on probability and statistical 

methods, it is found that how probable a sample belongs to a 

specific class and it is finally concluded that which class does 

the sample belong based on the highest obtained probability. 

Finding out the probability is the main challenge of Bayesian-

based methods [18]. 

K-nearest neighbor learning algorithm is one of the most 

famous algorithms in the field of learning, the performance and 

features of which will be discussed [10]. 

In sample-based methods or sample-based learnings, 

classification of a new sample is done in a way that the new 

sample is compared with all the samples of a class and then the 

samples that are more similar to the new sample are extracted 

as the ones with the potential to have the same class with the 

new sample and then the class of the new sample is determined 

on the basis of some methods. 

In the nearest neighbor, K of the nearest neighbors are 

determined from the training set. Now if K is equal to one, one 

of the nearest neighbors is extracted for the new sample and its 

class is investigated. The value of the nearest neighbor will be 

the same as the class of the new sample. 

In [10], 90% of gene structure is predicted using a 

combination of two algorithms of support vector machine and 

neural networks, and structure of the parents’ chromosomes as 

well as the 10% of the fetus’ cell sequence. Support vector 
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machine algorithm has a good performance in dealing with 

linear problems and artificial neural network is useful for 

nonlinear problems. Thus, since predicting 90% of the structure 

is both linear and non-linear, the combination of two algorithms 

was used [10]. 

The proposed model to predict gene structure is presented 

in the next chapter and them its performance will be evaluated. 

3. THE PROPOSED MODEL TO 

PREDICT GENE STRUCTURE 
 

In order to provide the proposed prediction model, the 

problem should be first categorized using the nearest neighbor 

and Bayesian approach, then a new method is provided to 

combine two nearest neighbor method and the Bayesian 

approach to solve the problem, which will be explained in part 

3 -3 in detail. 

In predicting fetus’ gene structure, the data, in principle, 

contains parents’ and fetus’ features that should be predicted 

with the help of parents’ information, fetus’ status, and his 

genetic structure. In order to achieve a category with a better 

accuracy with both methods, features of the table number are 

added to the information. Features of table number starts from 

1 and has a rising rate. The reason for adding features of the 

table number is to determine the difference between each row. 

For example, first row is closer to the second row than the tenth 

row, because the difference between first row and tenth row is 

ten units, but the difference between the first row and the 

second row is two units. The information by adding the 

numbers of the table can be seen in Figure 5. 

(fetus) 

Class 
Mother Father No. 

10 10 01 1 

10 10 10 2 

01 01 01 3 

01 11 01 4 

11 11 11 5 

11 10 11 6 

00 11 00 7 

00 00 00 8 

10 10 01 9 

10 01 11 10 

11 00 11 11 

01 01 01 12 

01 11 01 13 

Figure 5: Adding features of number to each Trio  

3.1 Prediction model based on the nearest 

neighbor 
Since in this method values are binary, there is no need for 

pre-processing such as dimension reduction or numbers’ 

transformation. To implement the nearest neighbor algorithm, 

the following steps are implemented:  

1. First, the data are divided into two sets. 

1.1. The data set that its class label is determined (the 

training data set). 

1.2. The data set that its class label is not determined (the 

test data set). 

2. The following steps are taken for each of the unlabeled data. 

2.2 Euclidean distance of each data from all labeled data is 

calculated. 

2.2. K nearest distance is selected as the most similar. 

3. The class label is determined from the most similar Trios 

using majority voting rule. 

4. The accuracy of the labels specified in Step 2 is calculated. 

5. Algorithm runs from 1 to 10 for K, and the best value of K 

in terms of accuracy is determined as output. 

Dividing data into two training and test sets is shown in 

Figure 6. Then the Euclidean distance of each test Trio from 

training Trio is calculated. Given that the labeled class data is 

discrete, majority voting method is used to select K-nearest 

training data and then test data class label is determined using 

voting method. 

 

Figure 6: Dividing data into two training and test sets 

3.2 Prediction Model Based on Bayesian 

Method 
 

The issue of detecting fetus has four different classes. The 

following steps are taken to run the algorithm: 

1. First, data is divided into two sets. 

1.1. The data set that its class label is determined. 

1.2. The data set that its class label is not determined. 

2. The following steps are taken for each of the unlabeled data. 

2.1. The extent to which data belongs to each one of the 

four classes is calculated. 

2.2 The maximum amount is selected as the label. 

3. The accuracy of the labels specified in Step 2 is calculated. 

The first step in Bayesian algorithm is shown in Figure 6. 

The following equation is used to calculate the value of four 

classes. 

{
 

 
P(00|X) = P(x1|00) × P(x2|00) × P(x3|00) × P(00)

P(01|X) = P(x1|01) × P(x2|01) × P(x3|01) × P(01)

P(10|X) = P(x1|10) × P(x2|10) × P(x3|10) × P(10)

P(11|X) = P(x1|11) × P(x2|11) × P(x3|11) × P(11)

 

Then the probability of each above relationships is 

calculate and the highest probability is selected as the label. 

3.3 Hybrid model 
 

In order to combine the two Bayesian and the nearest 

neighbor methods to achieve a higher accuracy than either 

methods, a hybrid model is presented as follows. 
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The proposed algorithm is in a way that data is first divided 

into two training and test sets. Then, the nearest neighbor and 

Bayesian algorithms are implemented. The outputs of the test 

data are investigated and if both algorithms have the same 

outputs, the set is added to the training data, but if the two 

algorithm does not have the same output, the set will remain in 

the test data. Then both algorithms are run with new data of 

training set and the previous trend is done for test data. This 

procedure is repeated so that one of the two following states 

happens.  

• Test data will end. 

• No element of the training set is added to the test set. 

If the first case occurs, then the algorithm has completed 

and the initial test set is evaluated. But if the latter occurs, the 

nearest neighbor method will be chosen as the output. The 

nearest neighbor method is chosen because the accuracy of the 

nearest neighbor method is higher than the Bayesian approach. 

The proposed algorithm is shown in Figure 7. 

 

Function Accuracy=Classification(input =Gen) 

1.   Cross Validation Gen To Training & Test 

2.   While (True) 

3.        X ← Classify Bayesian (Training) 

4.       Y ← Classify KNN (Training) 

5.       A ← Evaluation X (Test) 

6.       B ← Evaluation Y (Test) 

7.      If (The number of outputs A and B are the same) 

8.          The same output will be removed from the test set and the   

             training set is added. 

9.     Else 

10.          Exit While 

11.     End IF 

12.  End While 

13.   If No output is not same 

14.       Classify KNN (Training) 

15.   End if 

16.     Accuracy ← Evaluation (Test) 

      End 

Figure 7: Pseudo code of the proposed algorithm 

 
As can be seen in figure 7, data is divided into two training 

and test sets in the first line of the proposed pseudo code 

without any pre-processing, because the data is binary and there 

is no need for transformation. That is, data is complete and 

there is no missing or extreme data. It should be noted that data 

has four features of No, father’s code, mother’s code, and fetus’ 

code (Class Label) and there is no need for dimension 

reduction. 

Lines 2 to 12 are the main loops of this program. Two new 

models are developed using the nearest neighbor and Bayesian 

approach in lines 3 and 4 of the training data and then these two 

models are evaluated in lines 5 and 6 using test data. Finally, in 

line 7 it will be checked whether the answer to the two models 

is the same or not? 

If a part of the test elements is similar, then line 8 is run. At 

this stage, a number of test data elements that have the same 

answer are removed from the test data sets and added to the 

training data set. However, if all the elements are the same or 

none of the elements are the same, the program exits the main 

loop on line 10. 

If the output of all the test data is not the same in both the 

nearest neighbor and the Bayesian approaches in lines 13 to 15, 

the nearest neighbor is taken into account and then the accuracy 

of test data is sent as output in line 16. 

4. EXPERIMENTAL EVALUATION  
 

One of the most important parts of a theory is doing the 

experiments and proving their results. In order to test the 

proposed theory, some programs were created using MATLAB 

that will be explained and displayed here. The experiments 

were conducted on a computer with a 4GH processor and 6GB 

ram. The real data has been used to test data, which was 

collected from medical sciences of Mashhad and included 2 

million records from parents’ and fetus’ gene. The data was 

stored on a 2 basis and a view of the data is shown in Figure 8.  

 
 
Figure 8: gene sequence data to evaluate the proposed algorithm 

 
As shown in Figure 8, the first two columns are father’s 

code, the second two columns are mother’s code, and the last 

two columns are fetus’ code. The missing data of fetus’ gene is 

a number between 70 to 95%; therefore, 70 to 95% of the data 

must be removed. 

The four parameters of Confusion Matrix, Sensitivity, 

Specificity and Accuracy are examined, then the time for their 

implementation will also be examined. The output can be seen 

in Table 1. 

Confusion Matrix shows the performance of the 

algorithms. Usually this performance is used for algorithms 

such as decision tree. Each column of the matrix shows an 

example of the predicted value. If each row has an actual (right) 

sample, the structure of Confusion Matrix is seen in Figure 9.  

 

Figure 9: Confusion Matrix structure 

The formulas for Sensitivity, Specificity, and Accuracy 

are calculated with the help of Confusion Matrix that can be 

seen in equations (1), (2), and (3). 

Sensitivity =
𝑇𝑃

𝑇𝑃+𝐹𝑁
                  (1) 

Specificity =
𝑇𝑁

𝐹𝑃+𝑇𝑁
                              (2)              

Accuracy =
𝑇𝑁+𝑇𝑃

𝐹𝑃+𝑇𝑁+𝑇𝑃+𝐹𝑁
               (3)     

 

Missing value of data ranges between 70 and 95% [1]. If 

we call the missing value K, K% of data should first be deleted 

randomly. Then, both the nearest neighbor algorithm and 
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Bayesian algorithm are run once, and then confusion matrix is 

calculated for both algorithms. With the help of confusion 

matrix, the three parameters of Sensitivity, Specificity and 

Accuracy are calculated. With the exception of the confusion 

matrix, execution time of both algorithms is calculated. As can 

be seen in Table 2, the nearest neighbor algorithm has a higher 

accuracy than Bayesian algorithm, but the nearest neighbor 

algorithm’s execution time is three times more than Bayesian 

algorithm. 

4.1 Comparison of the proposed hybrid 

algorithm and the nearest neighbor 

approach 
 
Given that the nearest neighbor algorithm has better 

accuracy than the Bayesian approach; therefore, the proposed 

algorithm has been evaluated with the nearest neighbor method 

that can be seen in Table 3 and Figure 12. As can be seen in 

Table 3, the measure of the accuracy of the proposed algorithm 

has been better than the nearest neighbor algorithm. In all the 

missing values, the accuracy has increased; the minimum 

accuracy increase was in 73% of missing values in a way that 

accuracy had increased .17% and the maximum accuracy 

increase was in 95% of missing values in a way that accuracy 

had increased 1.68%. On average, an increase of .7% has 

happened. 

Table 3: Comparison of the nearest neighbor algorithm and the 

proposed algorithm based on accuracy 

ID 
Missing 

value 

Nearest Neighbor proposed algorithm 

Accuracy Accuracy 

1 70 98.00% 98.54% 

2 71 98.03% 98.32% 

3 72 97.78% 98.12% 

4 73 97.81% 97.89% 

5 74 97.57% 97.93% 

6 75 97.60% 97.91% 

7 76 97.50% 97.90% 

8 77 97.41% 97.81% 

9 78 97.19% 97.80% 

10 79 97.22% 97.73% 

11 80 97.00% 97.62% 

12 81 97.04% 97.53% 

13 82 96.83% 97.34% 

14 83 96.63% 97.32% 

15 84 96.42% 97.31% 

16 85 96.24% 97.01% 

17 86 96.04% 96.86% 

18 87 95.75% 96.74% 

19 88 95.46% 96.49% 

20 89 95.17% 96.12% 

21 90 94.78% 95.32% 

22 91 94.30% 95.31% 

23 92 93.82% 95.07% 

24 93 93.33% 94.24% 

25 94 92.55% 93.72% 

26 95 91.85% 93.53% 

 

5. CONCLUSION AND SUGGESTIONS 

FOR FURTHER STUDIES 
Gene structure prediction is one of the most important ways 

to diagnose genetic diseases.  These diseases often occur at 

birth, but can also occur years later. Genetic diseases may not 

be inherited, for example they may be created as a result of new 

mutations in the genome of the fetus. In this study, it was shown 

that 95% of missed genes is predictable. It was also found that 

a model composed of the nearest neighbor algorithm and 

Bayesian algorithm is used to predict missing data of genes.  

The proposed model is a combination of the nearest 

neighbor algorithm and Bayesian algorithm. The structure of 

this algorithm is based on voting and sameness of the two 

algorithms’ output and it also has a higher accuracy than the 

nearest neighbor algorithm and the Bayesian algorithm.  

In the proposed nearest neighbor algorithm, it was showed 

that the algorithm has high capability in solving this problem, 

and it was also revealed that the implementation of this 

algorithm is very time consuming, but has a high accuracy. 

Bioinformatics algorithms must be appropriate in terms of 

Sensitivity and Specificity. If the value of one of these two 

parameters is low, the algorithm is not acceptable. In the 

present study, it was shown that a combination of several 

algorithms can be used to optimize both parameters. 

Past methods have an accuracy of about 90% through 

which lots of diseases were predictable, but the proposed 

algorithm has reached an accuracy of 98%, which is more 

accurate than other methods. Therefore, it can give a better 

prediction in the structure of the gene sequence. 

To continue the work done in identifying gene sequences, 

some suggestions are put forward: 

• Parents’ gene sequence was only used in the proposed 

system, but if the gene sequence of grandparents or siblings is 

used, better results can be achieved. 

• Non-linear algorithms such as decision tree can be used 

instead of Bayesian algorithm. 

• Reinforcement learning algorithms can be used to adjust 

the algorithm parameters (such as the K value in the nearest 

neighbor). 

• The use of neuro-fuzzy networks can probably bring 

about interesting results in diagnosis. 
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 The nearest neighbor algorithm Bayesian algorithm 

Number Missing value 
Confusion 

Matrix 
Sensitivity Specificity Accuracy Time/sec. 

Confusion 

Matrix 
Sensitivity Specificity Accuracy Time/sec. 

1 70 
434 7 
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302 49 
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7 342 48 300 

2 71 
348 7 
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3 72 
352 8 
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8 352 49 309 

4 73 
357 8 
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315 51 

97.57% 97.49% 97.53% 1.862098 
8 356 50 313 

5 74 
362 9 
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