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Abstract: The aim of this study is to design a Fuzzy-Based Expert System for Tuberculosis diagnosis and Treatment. The designed system made use of General Hospital Adikpo, patient database. The system has 18 input fields and five outputs field. Input fields are Chest pain (CP), cough duration (CD), fever duration (FV), night sweats (NS), weight loss (WL), loss of appetite (LOA), change in bowel habits (CBH), variations in mental behaviour (VMB), masses along the neck (MAN), draining sinus (DS), coma (seizure) (CO), stiff Neck (SN), headache (HD), abdominal Pain (AP), painful or uncomfortable urination (PU), hemopysis (coughing up blood) (CUB), fatigue (FA) and blood present in urine (BPU). The output fields refers to the class/group of tuberculosis disease in the patient. This system uses Mamdani inference method. The results obtained from designed system are compared with the data in the database and observed results of designed system are correct. The system was designed with Java (Jfuzzylogic), Microsoft visio (2013), mySql workbench, MySql database, JSP and XHML.
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1. INTRODUCTION

Computer technology tools help doctors to organize, store and retrieve relevant medical knowledge needed to understand the problematic cases and give them ideas about a proper diagnosis, prognosis and treatment decisions. There are huge data management tools available within health care systems, but analysis tools are not sufficient to discover hidden relationships amongst the data [9]. Expert Systems (ES) of an intelligent computer is based on interactive decision tool that uses facts and rules to solve real life problems, based on knowledge obtained from one or more of a human expert in a specific area.

In domain of disease like tuberculosis, which is one of the killer disease in developing countries. This disease has the following symptoms: fever, chest pain, coughing up blood, stiff neck, abdominal pain, variation in mental behavior, night sweat, urinating blood etc. Because of the many and uncertain risk factors in tuberculosis disease, sometimes the disease diagnosis is hard for experts.

Having so many symptoms to analyze to diagnose tuberculosis of a patient, the physician job is made very difficult. So, experts require an accurate tool that considering these numerous
symptoms, a system that can diagnose and prescribe treatment (drugs) for tuberculosis in our health care centers is very important. Motivated by the need of such an important tool, in this study, we designed an expert system to diagnose tuberculosis disease and prescribe drugs for the patient. The designed expert system is based on Fuzzy Logic.

Fuzzy Logic is a form of multi-valued logic derived from fuzzy set theory to deal with approximate reasoning. It provides the means to represent and process the linguistic information and subjective attributes of the real world [4]. Most of the systems that are constructed based on fuzzy sets and logic have a common architecture. This fuzzy logic systems are based on a specific lifecycle model consisting of four characteristic stages namely, Fuzzifier component, Fuzzy Inference Engine, Fuzzy Rules and Defuzzifier component [15].

2. REVIEW OF LITERATURES
Tuberculosis (TB) is an infectious disease caused by mycobacteria, mainly Mycobacterium tuberculosis. It commonly attacks the lungs (pulmonary TB) but can also affect the central nervous system, the lymphatic system, the circulatory system, the genitourinary system, bones, joints and even the skin. Other mycobacteria such as Mycobacterium bovis, Mycobacterium africanum, Mycobacterium confetti and Mycobacterium microti, can also cause tuberculosis, but these species do not usually infect healthy adults, [11].

[5], proposed a fuzzy expert system for tuberculosis diagnosis which was developed for providing decision support platform to tuberculosis researchers, physicians, and other healthcare practitioners in tropical medicine. The combination of inadequate expertise and sometimes the complexity of medical practices exponentially increase the morbidity and mortality rates of tuberculosis patients. The task of arriving at an accurate medical diagnosis may sometimes become very complex and cumbersome. Fuzzy logic technology provides a simple way to arrive at a definite conclusion from vague, imprecise and ambiguous medical data. In order to achieve this, a study of the knowledge base system for tuberculosis was undertaken and a fuzzy expert system was developed using fuzzy logic technology [5]. Their system composed of four components which include the knowledge base, the fuzzification, the inference engine and defuzzification components. The fuzzy inference method employed in the research was the Root Sum Square (RSS). Triangular membership function was used to show the degree of participation of each input parameter and the defuzzification technique employed in this research is the Center of Gravity (CoG). The fuzzy expert system was designed based on clinical observations, medical diagnosis and the expert’s knowledge. They selected 30 patients with tuberculosis and computed the results that were in the range of predefined limits by the domain experts [5], [13], proposed a rule based Fuzzy Diagnostics and a decision support system which was intended to be used by pulmonary physicians, which will analyze the class of tuberculosis, by providing inputs (TB symptoms) into the system. In the formulation of fuzzy set system, the ranges of scores were classified in each symptom. The values or scores had undergone the process of fuzzification, which was also responsible for the threshold calculations that are needed by system for some reasoning, which are included in fuzzy relations. After processing the calculations, the resultant scores were graphed in a symmetrical manner. The graph will illustrate the scores and its corresponding membership values. After the graph process, the fuzzy logic sets were intersected and it determined a matrix format. The matrix illustrated that the symptoms are between the intersection points. The rules were determined by the scores that had undergone defuzzification process.

[1], designed an expert system for diseases diagnosis using Fuzzy set. In their approach, they used fuzzy set to diseases diagnosis, this was depending on opinion of 20 doctors. The result of the system shows the diagnosis of three types of
respiratory diseases, which tuberculosis is one of them. The system used four symptoms, namely: X-ray, Respiratory rate (RR), Cough (CO) and Fever (F) which were indicated as input of the fuzzy logic and the output was in a range of the risks and type of respiratory diseases.

[7], developed a diagnostic fuzzy cluster means system to help in diagnosis of Tuberculosis using a set of symptoms. The system which uses a set of clustered data set was more precise than the traditional system. The classification, verification and matching of symptoms to the seven groups of clusters was necessary especially in some complex scenarios. The model proposed allows for the classification and matching of cluster groups to TB symptoms.

[14], proposed the fuzzy Artificial Immune Recognition System (AIRS), for tuberculosis diagnosis detection. In designing the system, the Fuzzy Logic Controller was applied, which converts the continuous inputs into fuzzy sets. Ten features of tuberculosis diagnosis were defined for the fuzzy input. Asthma is a chronic inflammatory lung disease. An automated system was developed using a self-organizing fuzzy rule-based system [2].

According to [12], Arthritis is a chronic disease and about three fourth of the patients are suffering from osteoarthritis and rheumatoid arthritis which are undiagnosed and the delay of detection may cause the severity of the disease at higher risk. A system for the diagnosis of Arthritis using fuzzy logic controller (FLC) was designed which was, a successful application of Zadeh's fuzzy set theory [16]. It is a potential tool for dealing with uncertainty and imprecision [12]. [10], designed a decision support system for malaria and dengue (DSSMD). The diagnosis of disease was solely based on the non-clinical symptoms of the disease using Artificial intelligence. In another study [6] developed a fuzzy expert system for the management of malaria (FESMM) which provides decision support platform to malaria researchers, physicians to assist malaria researchers, physicians and other health practitioners in malaria endemic regions.

2.1 TB Disease Treatment Regimens
In a study by [3], there are four basic treatment regimens recommended for treating patients with TB disease caused by organisms that are known or presumed to be susceptible to Isoniazid (INH), Rifampin (RIF), Pyrazinamide (PZA), and Ethambutol (EMB). Each treatment regimen consists of an initial 2-month treatment phase followed by a continuation phase of either 4 or 7 months. The 4-month continuation phase is used for the majority of patients. Although these regimens are broadly applicable, there are modifications that should be made under specified circumstances.

3. METHODOLOGY

3.1 The Proposed System
The system is designed to aid in the diagnosis and treatment of TB in our settings. The success of any Fuzzy Expert System depends upon the opinion of the domain experts on various issues related to the field of study. The developed Fuzzy Expert System for the Management of tuberculosis has an architecture as shown in Figure 1 below.
3.2 Inputs/Output Membership Function (Fuzzification/Defuzzification) for the Proposed System.

In this section we defined fuzzy input parameters which are the symptoms of TB with their linguistic categories described as low, medium and high to be used for the diagnosis and treatment based on the classes of TB. The fuzzy input parameters (symptoms scores) we be fuzzified using triangular membership functions. The inputs for the proposed system are: Chest pain (CP), cough duration (CD), fever duration (FV), night sweats (NS), weight loss (WL), loss of appetite (LOA), change in bowel habits (CBH), variations in mental behavior (VMB), masses along the neck (MAN), draining sinus (DS), coma (seizure) (CO), stiff Neck (SN), headache (HD), abdominal Pain (AP), painful or uncomfortable urination (PU), hemopysis (coughing up blood) (CUB), fatigue (FA) and blood present in urine (BPU). This inputs parameters are model in a range of six weeks. The low level of the symptoms shows that TB is just beginning in the patient body, the medium stage indicate that the patient situation is becoming bad and the final stage which is the high level indicate that the patient case has gone to a very bad state, which if not carefully handled the patient might loss his/her life. This scenario is the same for all the TB symptoms to consider in this research work. Figures 3.2a and 3.2b shows the membership function distribution of the inputs symptoms.
3.4 The Diagnosis/Output Design for System
This subsection describes the output of the fuzzy logic engine. There are five output variables, we shall call them “Tuberculosis Group”, namely: Tuberculosis meningitis (TBM), Gastrointestinal tuberculosis (GITB), Tuberculosis lymphadenitis (TBL), Genitourinary tuberculosis (GUTB) and

Figure 2a: membership function of the inputs variables

Figure 2b: membership function of the inputs variable
Pulmonary tuberculosis (PTB). Here too the triangular membership functions will be used on each output variable. The membership functions details are shown in Table 1.

Table 1 The Output variable (Tuberculosis Group) ranges that correspond to each fuzzy set

<table>
<thead>
<tr>
<th>Output field</th>
<th>Range</th>
<th>Fuzzy Set</th>
</tr>
</thead>
<tbody>
<tr>
<td>TUBERCULOSIS GROUP (TBG)</td>
<td>0&lt;TBG&lt;3</td>
<td>TBM1</td>
</tr>
<tr>
<td></td>
<td>3&lt;TBG&lt;7</td>
<td>TBM2</td>
</tr>
<tr>
<td></td>
<td>7&lt;TBG&lt;10</td>
<td>TBM3</td>
</tr>
<tr>
<td></td>
<td>0&lt;TBG&lt;3</td>
<td>GITB1</td>
</tr>
<tr>
<td></td>
<td>3&lt;TBG&lt;7</td>
<td>GITB2</td>
</tr>
<tr>
<td></td>
<td>7&lt;TBG&lt;10</td>
<td>GITB3</td>
</tr>
<tr>
<td></td>
<td>0&lt;TBG&lt;3</td>
<td>TBL1</td>
</tr>
<tr>
<td></td>
<td>3&lt;TBG&lt;7</td>
<td>TBL2</td>
</tr>
<tr>
<td></td>
<td>7&lt;TBG&lt;10</td>
<td>TBL3</td>
</tr>
<tr>
<td></td>
<td>0&lt;TBG&lt;3</td>
<td>GUTB1</td>
</tr>
<tr>
<td></td>
<td>3&lt;TBG&lt;7</td>
<td>GUTB2</td>
</tr>
<tr>
<td></td>
<td>7&lt;TBG&lt;10</td>
<td>GUTB3</td>
</tr>
<tr>
<td></td>
<td>0&lt;TBG&lt;3</td>
<td>PTB1</td>
</tr>
<tr>
<td></td>
<td>3&lt;TBG&lt;7</td>
<td>PTB2</td>
</tr>
<tr>
<td></td>
<td>7&lt;TBG&lt;10</td>
<td>PTB3</td>
</tr>
</tbody>
</table>

From table 1 it shows that, the higher the value, the higher the health risk of the patient. In this system, we have 15 fuzzy sets for the output variable risk group (TBM1, TBM2, TBM3, GITB1, GITB2, GITB3, TBL1, TBL2, TBL3, GUTB1, GUTB2, GUTB3, PTB1, PTB2 and PTB3). Each of the five output variable has three fuzzy set, which represent the low, medium and high level of TB disease to be diagnosed. To get a particular class of TB, a set of inputs (symptoms) must be inputted into the system. This inputs will also identify the degree of risk of the patient whether the level of TB is low, medium or high. For example, to detect TBM1, TBM2 or TBM3, if the values of inputs are in the range of 0 to 3, then the level of TB is TBM1 which is low, also if the values of inputs are in the range of 3 to 7, then the TB level is TBM2 which is medium and if the values inputted are in the range of 7 to 10, then then level of TB is TBM3, which is high. The mode of evaluation is the same to other classes of TB to be diagnosed by the system. Figure 3 shows the membership functions of the output variables.
3.5 Activity Diagram
Activity diagram describes the business and operational step-by-step workflows of components in a system. It shows the overall flow of control detailing the sequence of activities from a start point to the finish point displaying the many decision paths that exist in the progression of events contained in the activity. They may be used to detail situations where parallel processing may occur in the execution of some activities. Activity diagram for the fuzzy-based system is shown in figure 4. Before the doctor accesses the system, he/she must be authenticated.
3.6 Defuzzification of the Outputs for the System

The input for the defuzzification process is a fuzzy set (the aggregate output fuzzy set), and the output is a single number. As much as fuzziness helps the rule evaluation during the intermediate steps, the final desired output for each variable is generally a single number. However, the aggregate of a fuzzy set encompasses a range of output values, and so they must be defuzzified in order to resolve a single output value from the set. Perhaps the most popular defuzzification method is the centroid or fuzzy centroid, this method returns the centre of an area under the curve. It computes the defuzzified result by determining the element for which the combined set’s area is divided into two equal faces (Klir and Yuan, 1995). This is the method adopted. The defuzzification of the data into a crisp output is accomplished using the “Fuzzy Centroid”.
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Fuzzy Centroid Formula is as shown in equation 1.
\[
Output = \frac{\sum_{i=1}^{n}(Center_i \times Strength_i)}{\sum_{i=1}^{n}Strength_i}  
\]

Where \( n \) is the number of output members.

3.7 Fuzzy Inference Component for the System

A fuzzy inference system is usually composed of one or more Function Blocks (FB). Each FB has variables (input, output or instance variables) as well as one or more Rule Blocks (RB). Each rule block is composed of a set of rules, as well as Aggregation, Activation and Accumulation methods. All methods defined in the norm are implemented in jFuzzyLogic. We will adhere to the definitions of Aggregation, Activation and Accumulation as defined by IEC-61131-7. Aggregation methods define the t-norms and t-conorms playing the role of intersection, union and complement operators. Activation method define how rule antecedents modify rule consequents, i.e. once the IF part has been evaluated, how this result is applied to the THEN part of the rule. Some of the fuzzy rules for this work are as shown below.

RULEBLOCK No1

AND: MIN; // Use 'min' for 'and' (also implicit use
// 'max' for 'or' to fulfill DeMorgan's Law)
ACT: MIN; // Use 'min' activation method
ACCU: MAX; // Use 'max' accumulation method

RULE 1: IF sn IS low AND hd IS low AND vmb IS low AND co IS low AND vo IS low THEN tbm IS tbm1;
RULE 2: IF sn IS high AND hd IS high AND vmb IS high AND co IS high AND vo IS high THEN tbm IS tbm3;
RULE 3: IF sn IS medium AND hd IS medium AND vmb IS medium AND co IS medium AND vo IS medium THEN tbm IS tbm2;
RULE 4: IF ap IS low AND fv IS low AND wl IS low AND cbh IS low AND vo IS low AND na IS low THEN gitb IS gitb1;
RULE 5: IF ap IS medium AND fv IS medium AND wl IS medium AND cbh IS medium AND vo IS medium AND na IS medium THEN gitb IS gitb2;
RULE 6: IF ap IS high AND fv IS high AND wl IS high AND cbh IS high AND vo IS high AND na IS high THEN gitb IS gitb3;
RULE 7: IF man IS low AND ds IS low THEN tbl IS tbl1;
RULE 8: IF man IS medium AND ds IS medium THEN tbl IS tbl2;
RULE 17: IF man IS high AND ds IS low THEN tbl IS tbl2;
RULE 97: IF man IS medium AND ds IS high THEN tbl IS tbl2;
RULE 98: IF man IS high AND ds IS medium THEN tbl IS tbl2;
RULE 99: IF man IS medium AND ds IS low THEN tbl IS tbl1;
RULE 100: IF man IS low AND ds IS medium THEN tbl IS tbl1;
END_RULEBLOCK
END_FUNCTION_BLOCK
3.8 Treatment Regimen for TB
In the treatment of TB there are four basic treatment regimens recommended for treating patients with TB disease caused by organisms that are known. These drugs include Isoniazid (INH), Rifampin (RIF), Pyrazinamide (PZA), and Ethambutol (EMB), etc. Each treatment regimen consists of an initial 2-month treatment phase followed by a continuation phase of either 4 or 7 months. The 4-month continuation phase is used for the majority of patients.

4. RESULTS

The welcome/Login interface for the designed Fuzzy-based system for TB diagnosis is as shown in figure 5.

![Figure 5: Login interface/welcome page.](image)

Symptom selection interface for the designed Fuzzy-based system for TB diagnosis is as shown in figure 6.
Figure 6: symptoms selection interface

Figure 7: Symptoms Selection for a particular Case.
Figure 8: Diagnosed Result for Gastrointestinal TB

Figure 9: Five (5) Symptoms Selected for a particular Case.
5. DISCUSSIONS
From figure 5, a user must be authenticated before he/she is allowed to use the system, on gaining access into the system, the user (health personnel) will select the symptoms selections interface as shown in figure 6, to fill in the

Figure 10: Diagnosed Result for Tuberculosis Menigitis

Figure 11: Drugs list Selections for Treatment
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symptoms as complained by the patient. Figure 7 shows a patient symptoms were selected and their intensities (abdominal pain was low, weight loss was low, nausea was low, fever duration was low, vomiting was low and change in bowel habit was low) upon diagnosis, the result was found to be Gastrointestinal TB with a degree risk value of 2.49 which is low and agreed with our design from table 1 (0 < TBG < 3). From figure 9 also another patient complained were selected with their degree of intensities (stiff neck was low, headache was medium, vomiting was medium, variation in metal behavior was medium and coma was medium) upon diagnosis the result was Tuberculosis Menigitis with a degree risk value of 5.00 as shown in figure 10, which also agreed with our design from table 1 (3 < TBG < 7).

Figure 11 shows the list of drugs to be selected for treatment if the patient is affected with any of the TBG as designed in this research.

6. CONCLUSION
This Fuzzy-Based System for Tuberculosis Diagnosis and Treatment was designed with Java (JFuzzy Logic), membership functions, input variables, output variables and rule base. In this research there are 18 inputs or input variables and five outputs or output variables. The designed system has been tested with expert-doctor. This system is one of the simple and more efficient method for the diagnosis of TB, within a short possible time.

For further work, we recommend that other diseases like cancer, be integrate into the system and also make it a mobile application.
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Abstract: As the Web continues to grow day by day each and every second a new page gets uploaded into the web; it has become a difficult task for a user to search for the relevant and necessary information using traditional retrieval approaches. The amount of information has increased in World Wide Web, it has become difficult to get access to desired information on Web; therefore it has become a necessity to use Information retrieval tools like Search Engines to search for desired information on the Internet or Web. Already Existing and used Crawling, Indexing and Page Ranking techniques that are used by the underlying Search Engines before the result gets generated, the result sets that are returned by the engine lack in accuracy, efficiency and preciseness. The return set of result does not really satisfy the request of the user and results in frustration on the user’s side. A Large number of irrelevant links/pages get fetched, unwanted information, topic drift, and load on servers are some of the other issues that need to be caught and rectified towards developing an efficient and a smart search engine. The main objective of this paper is to propose or present a solution for the improvement of the existing crawling methodology that makes an attempt to reduce the amount of load on server by taking advantage of computational software processes known as “Migrating Agents” for downloading the related pages that are relevant to a particular topic only. The downloaded Pages are then provided a unique positive number i.e. called the page has been ranked, taking into consideration the combinational words that are synonyms and other related words, user preferences using domain profiles and the interested field of a particular user and past knowledge of relevance of a web page that is average amount of time spent by users. A solution is also been given in context to Image based web Crawling associating the Digital Image Processing technique with Crawling.

Keywords: WebCrawler, Page Ranking, Indexer, Usage Pattern, Relevant Search, Domain Profile, Migrating Agent, Image Based Crawling.

1. INTRODUCTION:  
World Wide Web is the largest hub for getting data related to any field. From the past few years it has become the major and the biggest means of getting information. Each n every day millions of pages get uploaded in the web related to some field, adding to the humongous number of millions pages already on-line. [1] As the rapid growth of World Wide Web from past ten years, it becomes difficult to get the desired information which user wants. The relevancy guaranteed by search engine is lack in accuracy. Search engine have some issue that need to be addressed to make it more efficient for the user, so that they can have more relevant page according to their previous requests. “This issue of search engine is like big number of irrelevant or unwanted links, topic drift and server load” [2] that causes server failure. As with the help of search engine user query for their desired information, they generally entered some query with specific keywords what they wishes to access and search engine returns the list of URL’s that are related to user keyword. Page rank ranks all the web pages according to their ranking to present in straighten out manner. Search engine may suffer many difficulties like sometimes crawler download the irrelevant links and due to this quality of search engine reduces. To overcome this multiple crawling instances is introduced but it may results in network congestion also put extra burden on server. Many algorithm like Page ranking [3] and HITS [4] etc. are used for ranking. But there is no contingency given to rank pages on the basis or previous relevance or relation of the page with respect to the particular query and user feedback. This paper proposed the work through which crawler give only the relevant or appropriate links by using migrants. The document which gets download are being ranked according to user related field and past knowledge about user visit on a webpage and how much time the user spent on it. Whenever we retrieve a webpage the page might be containing images as well some time the images that are fetched are not related to the text associated with it. Image Based Crawling concept is an attempt to get rid of this problem and can affect the Page Relevance score if the image is according to the text or not.
2. PROPOSED WORK:

This work has been done with the provision of satisfying the objective of downloading only the relevant or the matching pages that are according to the searched topic or collection of topics and these pages have the capacity of providing the information related to the user query. In contrast to already existing crawling and ranking techniques Irrelevant or non-matching pages are going to be ignored and only the links that consist of large amount of data according to the user search are presented to the user.

Major components of the system are User Interface, Crawling Manager, Page Relevance Score, Indexer, Migrating agent, Context Manager.

2.1 User Interface
There will exist an interface through which the user will write their queries and ask the web server to serve them with the best possible result. “The user interface is can be defined as the medium where communication between human beings and machines occurs. The goal of this interaction is impressive operation and control of the system i.e. machine on the user's end, and feedback from the machine that is retrieving the information regarding the query, which aids the operator in making operational decisions. It is the part of Web Search Engine establishing communication with the users and allowing them to request and view responses.”[4]

2.2 Crawling Manager
It is responsible for providing relevant pages according to prerequisite topic or set of topic it supplied with the set of seed URL’s. To earn seed URL the query is submitted to the search engine and from the first n pages the important term appears is stored in D-table. These first n pages are treated as seed URL.

2.3 Working of Crawling Manager
It selects the URL from list of seed URL and calls the Migrating Agent[5], along with key table as it contains the keywords which are of high frequency in D Table and this is used to match with web page. The migrant extracts the web page from the web server and then relevancy score of each web page is calculated on the basis of how many terms from Key table appears in web page if value of relevant score of page is on the greater side against the decided threshold score page is considered to be a relevant page and if page is irrelevant migrant return to Crawling Manager. The Crawling manager will also search for the relevant images on the basis of image based crawling.
2.4 Migrating Agents

Migrating agents are computational software processes have the power of visiting large/wide area networks such as the internet, communicating with foreign organization, collecting information on behalf of its boss and reporting back after performing the duties assigned by its master. [5] Migrant returns the relevant web page to Crawler Manager, which further stores in local repository. Repository transferred the link to URL listed called REL URL’s and indexed those pages. Using migrants (migrating agents), the procedure of gathering and filtration of web contents can be done at the server side rather than search engine side which can reduce the load on network caused by the traditional Web crawlers. Along with the Migrating Agents there can be another software process that keep on running this process is the process of Context manager that will keep an eye on the context in which the query has been asked, if the pages that are processed are related to context then its fine otherwise a message will be delivered to the Migrating Agent that a particular page is not related to the asked context.

Other components are:

2.5 D-Table

There will be existing a structure that will be able to store all the terms that are present in the submitted query, D-Table (short for Data table) contains all the terms that appear in first n-pages for the submitted query. This table will contain all the words that are extracted from the user query after the stop words are removed. The frequency for each term is also calculated using formula

\[ F_{te} = \frac{\text{total number of presence of } t_{e} \text{ in D-Table}}{\text{Total number of words present in D-Table}} \]  \[ .... (1) \]

Where \( F_{te} \) = frequency of term \( t_{e} \), \( t_{e} = \text{Term} \)

2.6 Combination table

A Combination Table is a data structure that stores synonyms or related words (directly or indirectly) with respect to keywords. Sometimes Combination table can also be called as the Prospective table because it contains all the prospects on which a keyword can be identified.

2.7 Keyword table

It contains the keywords to be verified. This table is sent with the Migrant Agent. Topmost n-terms with highest number of occurrence in D-Table are selected as keywords. Terms from the Combination table that are conventionally or unconventionally associated with each of the keywords selected in D-Table are included in the key-Table.

2.8 Page Indexer

The Page Indexer indexes the web pages in a five table column containing information about the caption, prospective captions for a given caption, URL’s where the caption and combination captions appear. The work of Indexer is to collect the data, analyze the collected data and store the data into the proper format that enables a fast and efficient retrieval of data whenever required.”

"Stores and indexes information on the retrieved pages."[4]
2.9 Page Relevance score

Sometimes some WebPages contains all the needed information in the form of pdf, doc files or sometimes in image files as well, so when calculating the page relevance score there might occur a page that might be containing a pdf file or an image file that contains the data related to the user’s query. So we will also derive a formula that will match the terms with the keyword-Table by extracting the terms from an Image file, any Pdf file, any Ppt or Word file. The numbers 0.2,0.4,0.1 and 0.3 are taken on the basis of the content importance and also remembering the fact that their summation should be equal to 1.0 , so whatever the number it gets multiplied to should be equal to that number itself.

\[ \text{PageRelScore} = 0.2*\text{TextOfURL} + 0.4*\text{TextOfMeta} + 0.1*\text{TextOfHead} + 0.3*\text{TextOfBody} \]

Another approach that can be applied to find out the usage pattern of the user is to allow the search engine to have a look at the user’s search history or the links that have been bookmarked my the user, or the most recent pages that have been visited by the user, or the pages that have been made as the welcome page by the user. The Query that has been entered by the user is taken and the words or the terms are extracted from the query and then the words are matched against the terms that are present there in the Bookmarked or the links present in the history tab and the pages that are most frequently visited by the user gets retrieved or the pages that are related to those pages gets retrieved. Adding User’s Personalization and the structure of the page residing on the web can help in better and more prominent Information Retrieval as it is the sole motto of the Crawler and the Search Engine.

\[ \text{PageRelScore} = 0.5*\text{BookmarkLinktext} + 0.3*\text{HistoryLinktext} + 0.2*\text{NewTabLinktext} \]

**Text of URL**: It contains the text of the outgoing links that are associated to a particular page. The text it is containing should be clear and should be relative to the Link it is pointing to.

**Text of Meta**: Meta Text generally contains all the keywords that are present in the document and these keywords play a very prominent role when the user searches for a topic on the web. It also contains description regarding the document.

**Text of Head**: The title of the page is placed inside the Head, and this is the area where one of the important keyword related to our document should be presented, it helps the search engine to search the page easily if the title is according to the corresponding document.

**Book Mark Link Text**: Text associated with the bookmarked links.

**History Link Text**: Text that is associated with the links present in the History tab.

**New Tab Text**: The users tend to personalize their search engine home window so the pages that are present there can be taken and from their links the text can be extracted.

Where, 

- TextOfURL= No.of keywords in Keyword-Table that occur in Web Page URL / Total number of terms in TextOfURL
- Text Of Meta= No. of keywords in Keyword-Table that occur in Meta tag of web page / Total number of terms in Meta Text
- Text Of Head= No. of keywords in Keyword-Table that occur in Head tag of web page / Total number of terms in Text Of Head
- Text Of Body= No. of keywords in Keyword-Table that occur in Body tag of web page / Total number of terms in Text Of Body.
- Book Mark Link Text: No. of keywords in Keyword-Table that occur in Body tag of web page / Total number of terms in Text Of BookMark Link.
- History Link Text: No. of keywords in Keyword-Table that occur in Body tag of web page / Total number of terms in Text Of History tab links.
- New Tab Text: No. of keywords in Keyword-Table that occur in Body tag of web page / Total number of terms in Text Of New Tab Links.

In order to define an initial value for the page relevance, let us assume that at least 50% of the contents will get matched to the contents of Keyword Table.

Then by formula:

\[ \text{PageRelScore} = 0.2*\text{TextofURL} + 0.4*\text{TextOfMeta} + 0.1*\text{TextOfHead} + 0.3*\text{TextOfBody} \]

\[ = 0.2*(0.5) + 0.4*(0.5) + 0.1*(0.5) + 0.3*(0.5) \]

\[ = 0.1 + 0.2 + 0.05 + 0.15 \]

\[ = 0.5 \]

And

\[ \text{PageRelScore} = 0.4*\text{BookMarkLinktext} + 0.3*\text{HistoryLinktext} + 0.3*\text{NewTabText} \]

\[ = 0.4*0.5 + 0.3*0.5 + 0.3*0.5 \]

\[ = 0.2 + 0.15 + 0.15 \]

\[ = 0.5 \]
This value of $0.5 + \frac{0.5}{2} = 0.5$, mean of PageRelScore is being used as the initial value and will act as a threshold for all the pages for their relevancy. If the fetched webpage contains any pdf file or ppt file or any document file (word):

e) PageRelScore = 0.1*TextofURL + 0.2*TextOfMeta + 0.1* TextOfHead + 0.3*TextOfBody + 0.3*(textinpdf+textinppt+textinword)

3) In order to segment an image mostly the Morphological Image Processing will be practiced. Morphology in image processing is a tool for extracting image components that are useful in the representation and description of region shape, such as boundaries and skeletons. This is middle level of image processing technique in which the input is image but the output is attributes extracted meaning from an image.

4) Once the Boundary of The Image gets extracted the next task is to represent the detected shape using the chain codes. The chain codes will create a representation of an image and they help a system (in our case the crawler) that the resulting image is of a particular object and will return only those images that satisfies the shape that is stored in the disk. This will help in retrieving only the relevant images to the query made by the user and won’t allow anyone to make a fake label to some other image. For example, the image in the page is of DOG and in the “alt“ title” or “name” attribute of image tag “Tiger” is written.

Above proposed work can be added into the existing crawler or can be used for inventing a new crawler for crawling images only.

4. PROPOSED ALGORITHM:

A step-by step working of the proposed system is given below:

1: First of all a query will be fired by user to any of the popular search engine to retrieve first n pages. The URL’s of these pages will serve as Seed URL’s.

2: The next step is to remove the Stop words from each page and each term appearing on each page is extracted and stored in D-Table.

Note: The Stop Words are very large in number and affect the page rank of a particular webpage, thus it is the duty of crawler to leave out the stop words while crawling. Examples are of, and, the, etc., that provide no useful information about the documents topic. The process of removing these words is called Stop word removal. Stop-words account for about 15-20% of all words in a typical document. These techniques immensely reduce the size of the search engines index. [4]

3: Then, the Frequency of each term will be calculated using formula (1).

4: The Top n terms having maximum term frequency are selected as keywords. The keywords and their prospective/related terms are stored in key table.

5: Now, the crawler starts with seed URL’s. The crawler manager calls the Migrating agents and transfers them to the respective web sites of these Seed URL’s. The migrant also takes the Key table with it for grouping purpose.

6: At the Web-site the Migrant agent retrieves the web page and with the help of HTML Parser parses the document. Then it calculates Page score to determine whether the page is relevant or not. If the retrieved pages contain Images as well then the Images will be checked morphologically and the contents will be matched according to the found images.
7: If the Mean is greater or equal to the initial score that we have already been calculated, the page qualifies to be a relevant or an appropriate page otherwise page is irrelevant page and Migrant Agent ignores the page. The Images that have been checked above if found relevant then they will add positives to the page relevance score otherwise if they are unrelated then the page relevance score will go down hypothetically.

8: The Migrant Agent then transfers the pages that satisfy the user objective and extracted links to a local repository i.e. the database at server side.

9: The Indexer then indexes the pages in the local repository.

10: At the last step the page rank according to the relevancy will be assigned.

5. FUTURE PROSPECTS :

1. The Segmentation of the image can be done on the basis of different different sizes of the images and from different angles.

2. A Crawler that will only crawl the images over the internet can be developed.

6. ADVANTAGES

1. This proposed technique of using Migrant technology for downloading Relevant document help to reduce load on server.

2. Improve quality of result.

3. Now a day’s number of websites are existing over the web, that are having the domain names in Hindi, and when a person types in the name in Hindi the existing crawling technique doesn’t really been able to fetch the page and in the URL bar the URL gets written in the form of Unicode’s, so this problem can be addressed in near future.[10]

4. Only the relevant pages that are containing the information related to the query are fetched and improve the response time.

4. Image based crawling gets improved as the shape gets checked and reduces the no. of unwanted images gets retrieved, if the name in img tag is mentioned wrong.

7. RESULT

Provide better quality result based on user’s preference and provided requirements.

The process of Crawling is implemented In such a way that the pages that are only Relevant will be retrieved.

The Images will be retrieved are more related To the contents that they have been before.

8. CONCLUSION

Web Crawler act as the most important technique of the existing applications that helps in the process of Information Retrieval over the web, thus providing a methodology to improve the quality and working of the Crawler, it can provide much better Results as it are based on user’s preference.A technique to improve the retrieval of images is also proposed that alongside with Image processing technique can really prove helpful in the future.
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Abstract: According to easily manage cloud computing, flexibility and powerful resources on space, provide great potential for improving cost efficiency. Cloud computing capabilities through the efficient use of shared hardware resources increases. Properties mentioned above, incentive agencies and other users of their programs and services in this space with a series with a series of threats and risks are also met.

This ensures higher accuracy virtualization and cloud infrastructure components of the virtual machines is. In this regard, particularly for initial design thesis developed a new model called cloud protectionsystem, it is suggested and shown that the proposed model, can increase supply security in the cloud. And packets received by sources and do not be discarded. How to test this architecture, in terms of effectiveness and efficiency in the fight against offensive attacks mentioned above, partly expressed and tools for simulating and measuring the efficiency of the system may be useful, recommended.
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1. INTRODUCTION

Today, cloud computing is widely used in industry and education. Part of the benefits of a cloud environment, including economic and cost, large capacity, the availability of all places, convenience and access to resources is based on demand, has caused business owners to do their work in this environment instead. References in this environment, on-demand and user requests from multiple sets of resources provided or is released. Preparation of allocation based on demand and are affordable. Consumers, whether ordinary people or organizations no longer need to invest heavily in technology to build their information technology and in this case, users of the resources in the cloud environment and the use to which they pay respectively. On the other hand the cloud could be released as soon as a source by a particular user, use the (reusable resources), resulting in greatly improved utilization of resources. Ease of use is a clear advantage Dygrfzyz and other customers to use this space requires special expertise in particular technologies are not cloudy. we can service and Web services, virtualization and multi-tenancy refers request via the Internet to customers are clear. the use of physical resources. Virtual multi-processing and process separately from different users on the same physical machines are allocated. However, these resources are logically separate and cause the cloud to be multi-tenant. Despite the benefits that provides a cloud environment, this environment is not free from risk and security risk.[5] Security is one of the biggest barriers that slow the spread of the use of cloud computing. the hold. All processing and data management processes and applications within the field of administrative organization is done. On the other hand the organization of the executive management and infrastructure services and cloud services do not have. security measures cloud service providers, in general, the organizations are transparent and not visible. The presence of a large number of users who do not belong to the organization, increased concerns in the organization. Cloud service providers should rely on users but it may not be mutual trust. The reasons mentioned above, causes the customer to insert their digital assets in the cloud and therefore are doubts about the choice of this medium without relish Grnd.dr fact, honesty, integrity, confidentiality and It is clear that despite all the positive and negative aspects, is a comprehensive system and thus increase the protection of nodes in the cloud Karchalsh is controversial.[5] The identification of possible threats and to establish security procedures and services to protect against attacks on the operating system, is very important. Current cloud computing virtualization to provide load balancing between the nodes and physical nodes. That is, if you need to create a new virtual machine or dynamic migrations of virtual machines, load on the network divided between the existing nodes. Virtual machines on the Internet, in the form of different methods can use virtualization technology to filter and separation of data and resources and at the same time, also provide a higher degree of confidence. In particular, virtualization can be used as a security component Grdd.k-h including application virtualization to provide monitoring on a virtual machine, allowing easier management of multiple security cluster and the server mentioned compound.[8] It may seem that the issue is system virtualization for the past decade, however, has a history of more than forty years, basic research has been done in this regard in the 1960s. But in the last decade, significant progress has been made in the virtualization In principle virtualization system using a software layer that surrounds the operating system or its surroundings and the behavior of the input and output The hardware system is expected to provide a Sazd.nrm software to do this is called the hypervisor or virtual machine monitor. It seems that virtual machine monitors are equivalent to the host operating system, but not so in terms of hardware are separated. For virtual systems, virtual environments called virtual machines that may be installed inside or on platforms. Since a virtual machine hardware is not affiliated, may be more virtual machines on the same hardware and the same unit to be installed. A virtual machine is the logical equivalent of a physical hardware and more virtual machines on a single hardware logically separate spaces and can be used in a network as separate systems. The isolated virtual machines mentioned the concept of security is very important. A system-dependent security concepts in the real world is not just a theoretical concept based on factors such as factors and assumptions, implementation details and user preferences can be changed. System virtualization is also not an exception.[6]
2. RELATED WORKS
Issues related to information security and cloud computing in 2011 by "David Frisbee and Vyramlyab and their colleagues" of engineers, computer engineers and electronics departments Intel was introduced and after the public cloud concepts and challenges in this environment to store storage, transfer and secure computing, a scenario to perform calculations provide securely. Then in 2012, "Shankar Syram and Yvgamankalam" from the University of Tamil Nadu in India that the security problems in the storage and use of open source tools and their resource requests and caching as a solution to the problems mentioned proposed and The use of monitoring tools and virtualization is also useful to know. 2013 can be a turning point in examining issues related to the subject of this paper is that this year at least articles published in journals that went perfectly valid to mention them. In this year, "Gabor pack and Lvnth Attaché and Bnkasa" from the University of Budapest will focus on security issues with hardware virtualization and the concepts relating to the different types of network virtualization and storage services, to expression threats associated with virtualization and Countermeasures notes.explains. Most research in this area in 2015 by "Vasylakv- Ali manifestations and Athanasius" was performed at the University of North Dakota to legal challenges, communication and architecture as well as virtualization refers issues and ultimately "Flavio Lombardi and Roberto Di Pyttrv and colleagues" in 2010, an advanced protection system to maintain the accuracy of the information presented in virtualization.

3. CLOUD COMPUTING
The first question that arises, in relation to the concept of cloud computing and forming part of this environment. In response to this question, the definition provided by the National Institute of Standards and Technology as an academic institution in America, visit We (1 and 5). This definition is widely accepted. It defines cloud computing as follows:
Cloud computing model to provide easy access based on user demand through the network change and configuration set of computing resources (eg, networks, servers, storage, applications and services) that can be accessed with minimal need resource management or the service provider to directly intervene, quickly provided or released (left) is. Essential features are divided into 6 categories that include:

<table>
<thead>
<tr>
<th>Row property</th>
<th>Row</th>
</tr>
</thead>
<tbody>
<tr>
<td>On-demand access</td>
<td>4.1.1</td>
</tr>
<tr>
<td>widespread access network</td>
<td>4.1.2</td>
</tr>
<tr>
<td>Resource</td>
<td>4.1.3</td>
</tr>
<tr>
<td>The rapid expansion</td>
<td>4.1.4</td>
</tr>
</tbody>
</table>

Table1. The essential characteristics of cloud computing

4. LAYERS AND SERVICES IN CLOUD COMPUTING SERVICE
National Institute of Standards and Technology services provided by cloud services is divided into three categories, namely: 1. software as a service,2. platform as a service 3. Infrastructure as a Service.

4.1 software as a service
This service enables users to use the cloud service provider and run applications on the cloud, it is. Tvannndbh Users access these applications through Web browsers Nmaynd.ayn the possibility of an application does not provide service and only software distribution model to be put on the Internet and users can use the software that do not have ownership of it, according to usage, to pay the costs.

4.2 platform as a service
Applications that is owned by a user, the need for a framework for the implementation and management. This framework includes integrated development environment, the operating system layer resources (time execution engine that will run the software), and is. As the above services by the service provider. This service, control over the user's operating system and applications to the cloud does not pass.

4.3 Infrastructure as a Service
The service provided by the service provider cloud hardware structure implies that includes network, storage space, memory, processors and other computing resources. These resources are available online and via the Internet

5. VIRTUALIZATION
Virtual systems are widely used for a variety of applications to protect physical servers, separate from guest operating systems and debugging software is used. There are many other applications for virtualization and virtualization motives and causes many to choose from there. [6]
An advanced operating system like Windows or Linux is very complex suitable tens of millions of lines of code with the desktop version, and thus a greater level of vulnerability and simply is not possible to prove that they are safe. In addition, the operating system a break point to anything in the system (process and data) to turn and attack the operating system, the entire system was destroyed. It is difficult to secure a spot in the complex point of failure, represent a security risk for data processing in the system. In the result of the permanent reduction of hardware costs, most organizations to achieve different operating conditions based on safety , use of multiple physical systems. [8]
The establishment of a physical system to reduce potential security risks due to a failure point is used, increasing efficiency and flexibility. Each physical device need physical space, cabling, power, cooling and management software is. In addition to the above, due to the physical separation, communication costs such as delays of data transmission and storage should also be added. For some problems, solutions
optimization (such as the storage consecutive to improve access to data and energy management to reduce energy costs), but for some of these problems, the cost is so high that it are not justified. Because of the expenses that each physical systems, one of the most important issues that arise, avoiding systems that are used less. Small system applications within the organization can be seen in two ways: [1] desktop machines that rarely use their full potential (ie, systems that operate at night preservation and maintenance purposes, do not do) 2 - or systems and servers that are not currently active. Many organizations are interested in the efficient use of these systems, and in addition to overhead and low cost, highest efficiency in using them. Virtualization is a method in a hardware system allows multitasking operating system and it is possible to perform multiple operations simultaneously provide and increase the efficiency and reduce the cost.

The benefits of virtualization are:
1. srdf direct and indirect cost savings.
2. Use the optimization of hardware resources and improve efficiency.
3. integration of services in one or more servers, which create a centralized management and high security.
4. accelerate the implementation of the various components and rapid creation of new services in order to increase the organization's business.
5. Support of existing systems and services in the organization.
6. integration of hardware resources.
7. creation and deployment of test environments without disruption and without risk.
8. lower maintenance costs and manpower
9.arayh virtual machines instead of physical machines and run different operating systems on a single physical host.

6. MODEL CLOUD COMPUTING SECURITY
A service provider one or more sample runs in the cloud service that this service can be accessed by a group of final service. For this purpose, providing resources from the cloud service provider’s rent. Service users and cloud service provider space are not any physical control over the service level agreements signed with other that specifies how to implement cloud services.

Attacks on cloud systems in the scenario may be divided into two parts:
1. Attacks resources
2. Attacks data
These attacks may include the following:
• Prevent access to resources (denial of service attacks)
• misuse of resources to attack
• steal data or change configuration nodes
• leakage of sensitive information
• attacking the components associated with the structure

7. Requirements
The main requirements of a system to monitor cloud security we can mention:
Yield property
Efficiency and effectiveness of the system must be able to detect the most common types of attacks and violations of integrity.
System accuracy is better able to avoid negative and positive situations (in this case the attack mistakenly considered to be licensed activities).
Transparency of the system should have minimal visibility into the virtual machine and users are able to detect the presence of possible regulatory system are not attacker host system, the cloud and other virtual machines should be attempted attack from a guest, be protected and should not be able to change or disable its monitoring system.
The ability to expand the system should be expanded on most configuration
Accountability systems should intervene in the cloud and cloud applications, but with data collection and capture must be able to implement policies in response.

8. THE PROPOSED MODEL
The proposed system, to protect the integrity virtual machine guest and distributed computing, as well as to detect and prevent denial of service attacks that use this virtual machine guest using supervision and monitoring infrastructure components and activities in the network. The proposal, developed and protective methods "When I wear him" to protect against intruders and attacks monitored components such as worms and viruses. We will consider. Takes. In fact, guests can target any type of cyber attack and manipulation such as viruses, scripting, and buffer overflows as well. When the image supplied by the user is visiting, security virtual machine is not fully guaranteed and the guest must be possible to track malicious activity, be monitored. In this model, attackers can cloud users or users of their cloud applications. While victims can service providers running in the cloud or cloud infrastructure or other users. One of the common threats and dangers, it is for an attacker to remotely exploit a weakness in a guest system's software. Some attacks exploit cloud services possible. When a malicious person, the legal action of the other cases within the cloud, as mentioned earlier, can be programmed to learn malicious information.

Among other possible attacks in the cloud, denial of service attacks, traffic rate is an estimate and should always be monitored traffic on the network. In order to protect virtual machines and cloud structure of strikes, the key components that can be targeted or they are affected by the monitor (Monitor), we. To enable or disable monitoring on key core or key components and middleware components, capable of detecting any changes might be in the data or the core code. As a result, we can be sure that the integrity of the core and central component of the risk taken place. In addition, in order to monitor entry points to cloud, cloud to the behavior and health components through logging and periodic review of the countervailing executable files and libraries pay. In order to protect from Denial of service attacks, to monitor sent packets on the network and if it was a certain amount of network traffic to prevent service failures due to denial of service attack, to prioritize packets received the query. If the received packet is less important, and the value stored in the buffer delay in executing or discarding it is presented. The next goal, especially when the image cloud provider offers is unreliable, ensure that the program is running forward, is not able to detect external intrusion detection system. However, due to unknown codes in the intrusion detection systems, determine what extent are detected by using a target virtual machine, simply do not accept. In fact, the presence of a monitoring system can be
measured by the performance of certain functions, be detected. The proposed protection system can do the following protection:

1. protected from attacks from outer space is clear.
2. Protect VMs from attacks that it is aligned.
3. protected from attacks that come from the virtual machines.
4. protected from attacks that enter through the network

The proposed system architecture In addition, the architecture “IC Open the” combined, stored. The proposed system has two monitoring systems is at the same time: If [1] authenticity observer on key components and data on the network 2. supervisor And can work in two modes: 1. simultaneously V2- for asynchronous notification.

honey reqest 2. In the event of an attack when the moment will be warned and prevented from continuing activities. In this system, the coping storage database stored on the host side, which includes the following components:

Total coping vital for the components of the architecture of the home and host kernel code and other necessary data and files are used.low priority act. . It all requirements listed in Section 7 meet.

9. PERFORMANCE
As fitness
Hardware and software required
Minimum hardware and software requirements is included in the table shown below:
Details of host 1 host 2
Athlon 64 4400+ Athlon 64 4400+ processor model
Multi 2 2
Memory 4096 4096
Operating system Ubuntu 8.10 (oecep)
Ubuntu 9.10 (oecep) Ubuntu 8.10 (oecep)
Ubuntu 9.10 (oecep)
Linux 2.6.30 Linux 2.6.30 kernel
Virtual machine monitor Kvm 88 Kvm 88
Jdvl- hardware and software requirements
The implementation and evaluation of the proposed system requires the following software:
1. virtualization software like kvm or vmware
2. Network simulation software like opnet
3. The network monitoring software like wireshark
4. application traffic generation and simulation attack

10. Problems and challenges
Due to the lack of a code of attacks on the network as well as the relatively low efficiency and high cost of traffic simulators allows simulation of attacks is not complete.
In addition, to obtain the optimum point for different network traffic packets need to experience high performance and accuracy.
Test Mode, once the attack without implementing the proposed system in terms of when and how to diagnose and test again with the implementation of a monitoring system that we repeated attacks. Then there is the possibility of comparisons.

11. WRAP
Cloud computing model to provide easy access based on user demand through the network change and configuration set of computing resources (eg, networks, servers, storage, applications and services) that can be accessed with minimal need resource management or the service provider to directly intervene, quickly provided or released (left) is. Virtual discovery and identification of passive attacks and how to deal with them.

12. REFERENCES

2. N.M. Mosharaf Kabir Chowdhury a,1, Raouf Bouta, A survey of network virtualization , Computer Networks.


Identifying Valid Email Spam Emails Using Decision Tree

Hamoon Takhmiri
Computer Science and Technology
Islamic Azad University
Kish International Branch
Kish Island, Iran

Ali Haroonabadi
Islamic Azad University
Kish International Branch
Kish Island, Iran

Abstract: The increasing use of e-mail and the growing trend of Internet users sending unsolicited bulk e-mail, the need for an anti-spam filtering or have created, Filter large poster have been produced in this area, each with its own method and some parameters are to recognize spam. The advantage of this method is the simultaneous use of two algorithms decision tree ID3 - Mamdani and Naive Bayesian is fuzzy. The first two algorithms are then used to detect spam Bagging approach is to identify spam. In the evaluation of this dataset contains a thousand letters have been analyzed by the software Weka charts provided in spam detection accuracy than previous methods of improvement.
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1. INTRODUCTION
Today, the problem of unintended emails called spam is turned to a serious problem that 80% of these unintended emails refer to spams. Spams make a lot of problems, in other words spams cause the creation of traffic and destroy storage space and authority. Spams cause that users spend a lot of time to divide and clean unintended emails and also cause users' feeling of lack of security. Spams cause some illegal problems such as pornography, pyramidal schemes and economic scams such as phishing sites. In recent years, the increasing popularity and low cost of emails have attracted the attention of direct marketing so that with a promise of winning in lottery and getting valuable prizes, they deceive users. Large lists of email addresses, usually are taken from web pages and archives of news groups, make it possible to send unintended emails to a thousand of receivers without any costs. Users receive large amount of spams that contain anything from holidays to projects of getting wealthy. The term unintended commercial email is used in books too[1]. Spam is used in a wider sense. Spams are annoying for most users because it wastes their time and unsettle their inbox. They also waste users' money by dialing connections, reduce bandwidth and maybe show unimportant subjects with inappropriate contents such as propaganda of vulgar sites. Ferris research institute estimated that economic losses resulting from unintended emails and spams have been over 50 million dollar [2].

2. RELATED WORK
Filters have usually relied on keyword patterns, to be more efficient and prevent the danger of accidental removal of ham messages which are called Ham or allowed messages. These patterns need to be checked with each user's received emails. However, detailed setting of such patterns needs time and proficiency which are unfortunately not always available [3].

Even characteristics of messages will change by the pass of time and need updating of keyword patterns. So, automatic processing of spam messages and allowed messages that have already been received is desirable. Note that text categorization methods can be effective in anti-spam filtering. Unlike most programs of text categorization, indiscriminate mass operation is an unintended message that makes it as spam. The phenomenon can be images, sounds or any other data. The point is that to be able to distinguish between different samples and react based on the type of each sample. Learning usually happens based on one of the following methods: statistically, combination, or neural.

Realizing statistical pattern by assuming that patterns are made based on a random system, is determined based on statistical characteristics of the patterns. Some of the most important reasons of sending spams are economic goals and also advertising for a product, a service or a special idea, deceiving users to use their private information, transmission of a malicious software to the users' computers, creating a temporary failure in email server, making traffic and broadcasting immoral contents [4].

Spams are always changing their contents and forms, so that the anti-spams can't realize them. Some methods to prevent propagation of spams are including:

- Economic methods: pay to send emails: like email protocols
- Legislative methods: such as can-spam law, secure email transfer bed.
- Change email transfer protocols and offer alternative protocols such as sending ID.
- Control output and input emails
- Filtering based on learning (statistics) by using mail features
- Detecting a phishing mail (fraud page) by the help of fuzzy classification methods

3. SUGGESTED METHOD
To detect spams better, the first goal is finding behavioral characteristics of the spam, so we need the extraction of data and registration of events of spam's behavior like sender's IP, sending time, amplitude and etc. which are shown in table 1. These data are stored in database, so they are structural data [5].

We can extract the behavioral characteristics of spams from their mail servers. Before the extraction of data, we need the
analysis of characteristics of emails from their reports. Obtaining data technology is chosen to analyze these characteristics, then the main characteristic is obtained and characteristics with less data and weaker connection are deleted. Behavioral features and characteristics of a single email is as follows:

- Customer IP (CIP)
- Receive time (RT)
- Context Length (CL)
- Frequency (FRQ)
- Context Type (CT)
- Protocol Validation (PV)
- Receiver Number (RN)
- Attach number (AN)
- Server IP (SIP)

Features do not exist entirely clear in real world to explain making character for the samples logically and naturally. Data value after preprocessing is as follows:

A) Customer IP (CIP): is used only to calculate the frequency of the transmitter and to extract common pattern of transmitter's behavior, and is not used in calculations of decision tree.

B) Reaching Time (RT): the value of time of day and night is a common value and needs fuzzy making for the degree of transverse (1,0).

C) Context Length (CL): short value, long value and the size of the email are common values and need fuzzy making.

D) Protocol Validation (PV): is Boolean type and when matches with the sender (1) and in case of mismatch (0).

E) Context Type (CT): value in text/Html, multipart. (1) and when type is text (0).

F) Receiver Number (RN): more value and less value, is a feature of common value and needs fuzzy making.

G) Frequency (FRQ): often or seldom frequency is a feature of common value and needs fuzzy making.

H) Attachment number (AN): more and less value, is a feature of common value and needs fuzzy making. Table 2 lists some examples of after preprocessing results.

Table 1 Mail Log Format

<table>
<thead>
<tr>
<th>Time</th>
<th>IP</th>
<th>Sender</th>
<th>Receiver</th>
<th>Size</th>
<th>Subject</th>
<th>Status</th>
</tr>
</thead>
<tbody>
<tr>
<td>15:15:30</td>
<td>IF1</td>
<td>@123.com</td>
<td>jsjy</td>
<td>4987</td>
<td>中文国际物流</td>
<td>spam</td>
</tr>
<tr>
<td>15:10:33</td>
<td>IF2</td>
<td><a href="mailto:g@2.com">g@2.com</a></td>
<td>ggb</td>
<td>890</td>
<td>信息</td>
<td>spam</td>
</tr>
<tr>
<td>15:19:35</td>
<td>IF3</td>
<td><a href="mailto:user@user.com">user@user.com</a></td>
<td>open090</td>
<td>undefined</td>
<td>Mailbox not exist</td>
<td>spam</td>
</tr>
<tr>
<td>15:19:36</td>
<td>IF4</td>
<td>@3.com</td>
<td>ch</td>
<td>2442</td>
<td>The worl's large set of online information available</td>
<td>spam</td>
</tr>
<tr>
<td>15:10:39</td>
<td>IF5</td>
<td><a href="mailto:mail@live.com">mail@live.com</a></td>
<td>chang</td>
<td>1,003</td>
<td>To chang</td>
<td>normal</td>
</tr>
</tbody>
</table>

Figure 1 Decision Tree

Assuming that (A,B) are defined fuzzy subsets in a limited space (F). If A and B are named as a fuzzy rule and recorded as (A→ B) and named as fuzzy condition sets, so B is called fuzzy conclusion sets. The presented knowledge of each fuzzy decision tree shows that the rules are classified as (if - then).

For each path from root to leaves, a rule and a specific path are made. Each value of features is a pair of a part of the piece (and) of a law which is called prior law. The IF part predicts the node of the classification leaf, and so makes the following law (then part). Laws of if-then are for easier understanding, especially when the tree is big[6].

Table 2 Attributes From Mail Logs

<table>
<thead>
<tr>
<th>CIP</th>
<th>RT</th>
<th>CL</th>
<th>FRQ</th>
<th>CT</th>
<th>RN</th>
<th>PV</th>
<th>AN</th>
<th>SIP</th>
</tr>
</thead>
<tbody>
<tr>
<td>IP1</td>
<td>15:00:00</td>
<td>2</td>
<td>text</td>
<td>2</td>
<td>valid</td>
<td>0</td>
<td>SIP 1</td>
<td></td>
</tr>
<tr>
<td>IP2</td>
<td>15:00:00</td>
<td>4</td>
<td>html</td>
<td>1</td>
<td>valid</td>
<td>1</td>
<td>SIP 2</td>
<td></td>
</tr>
<tr>
<td>IP3</td>
<td>15:00:00</td>
<td>1</td>
<td>html</td>
<td>1</td>
<td>invalid</td>
<td>0</td>
<td>SIP 1</td>
<td></td>
</tr>
<tr>
<td>IP4</td>
<td>15:00:00</td>
<td>2</td>
<td>multipart</td>
<td>2</td>
<td>valid</td>
<td>2</td>
<td>SIP 3</td>
<td></td>
</tr>
</tbody>
</table>
1) If the protocol (PV) of email is not reliable, then the email is a spam.

2) If the protocol of email (PV) is valid, context length (CL) is large and context type (CT) is multipart, then the email is a spam.

3) If the protocol of email is valid (PV), context length (CL) is short and frequency (FRQ) is more, then the email is a spam.

4) If the protocol of email is valid (PV), context length (CL) is short, frequency (FRQ) is less or seldom, receive time (RT) is night, and receiver number (RN) is more, then the email is a spam.

5) If the protocol of email is valid (PV), context length (CL) is short, frequency (FRQ) is less or seldom, receive time (RT) is night, receiver number (RN) is less, context type (CT) is multipart, then the email is a spam.

6) If the protocol of email is valid (PV), context length (CL) is short, frequency (FRQ) is less or seldom, receive time (RT) is night, receiver number (RN) is less, context type (CT) is multipart, attachment number (AN) is less or more, then the email is a spam.

7) If the sender’s mail server is not valid and reliable, then the email is a spam.

First, spam measures are determined which contain two implicit and tacit parts. Implicit measures are analyzed by Mamdani’s fuzzy decision tree, such as protocol type, context length, context type, time, frequency, receiver number, attachment number and etc. Tacit measures are analyzed by Naïve Bayesian method such as frequency of free word repetition, money, three zeros in a row and etc. In fact, the considered data set is a combination of implicit characteristics that are in fuzzy_ Mamdani decision tree and tacit characteristics that are used in Naïve Bayesian method.

Implicit characteristics of the considered data set are analyzed by decision tree algorithms (ID3) and the results are completed by Fuzzy Mamdani rules [7].

Then tacit characteristics are examined in Naive Bayesian principles and finally, the obtained results from both algorithms are entered in Baking algorithm, that is each mail in a dataset enters the Naive Baynes and decision tree and in the absence of correct diagnosis (FP and NP) a negative score is registered for the procedure. Finally, the optimal weight may be achieved through trial and error. The bonus rate should also be achieved. This means that the desired class level of the case (or a spam) is divided by the number of spam detection methods. And the result should be divided by the number of mails of the dataset to obtain bonus rate. Mails that are classified correctly are multiplied by bonus rate, and mails that are classified incorrectly are multiplied by bonus rate too. The obtained difference by multiplying the bonus rate in wrong and correct classifying is collected with initial weight (0.5%) This operation is done for Naive Bayesian and decision tree methods and because Naïve Bayesian method's threshold is more favorable, it's considered as final threshold.

To obtain the ultimate accuracy, each mail is entered in to two Naïve Bayesian and decision tree [8].

The output of methods, if both methods have the same results, or in the case of difference, the priority of identification is given to Naïve Bayesian method. And to obtain the ultimate accuracy, results are compared with the main class of the mail (spam or ham). When a new mail enters, after the recognition of both methods (Ham=0, spam=1) the output of each method is multiplied by the coefficient obtained from that method, and obtained values are gathered together, for example if just the tree realizes the spam and the other one doesn't realize it, the accuracy is in average and if the response of both methods are the same, for example both detect spam or both do not detect spam, the accuracy is desirable. In the final test by K-Fold method, the data set is divided in to four parts. The first part is for testing and the rest are for learning, in the next step the second part is for testing and the first, third, and forth parts are for learning, then the third part is for testing and the other parts are for learning and after that the forth part is for testing and other parts are for learning [9].

4. RESULT AND DISCUSSION

The dataset that the proposed method is implemented on it contains 1000 emails that 350 (35%) of them are spam and 650 (65%) of them are ham. The last column of this data set is class column and number 1 means spam and 0 means ham. Some examples of keywords for no implicit part of implementation on Naïve Bayesian are as follow:

Money, Credit, 000, Internet, Edu, Talent, Free, Make ,# ,$, ...

And the other part of this dataset contains implicit characteristics to use for the implementation on fuzzy decision tree, such as:

Sending time, Context type, Context length, Frequency, Receiver number, Sender's number, ...

The goal of testing the mentioned dataset is to examine the accuracy of detection of the proposed method and showing a better detection of spams rather than efficiency of Naïve Bayesian or decision tree methods. The method is that after analyzing dataset in Naïve Bayesian method and extracting levels of efficiency, accuracy and dark bright points and areas, the same data set is analyzed by decision tree and levels of efficiency, accuracy and dark, bright points and areas are extracted, then the obtained results are voted based on Baking method, then the method that has got better comprehension is a priority and its further recognition is collected with the interface of the two methods. To implement in Naïve Bayesian method, first the considered data set is implemented in Weka software, then the considered inputs are chosen among fields of dataset. The data set that the proposed method is implemented on it contains 1000 emails that 350 (35%) of them are spam and 650 (65%) of them are ham.
column of this dataset is class column and number 1 means spam and 0 means ham. Some examples of keywords for no implicit part of implementation on Naive Bayesian are as follow:

Money, Credit, 000, Internet, Edu, Talent, Free, Make, #, $, ...

And the other part of this dataset contains implicit characteristics to use for the implementation on fuzzy decision tree, such as:

Sending time, Context type, Context length, Frequency, Receiver number, Sender's number, ...

The goal of testing the mentioned dataset is to examine the accuracy of detection of the proposed method and showing a better detection of spams rather than efficiency of Naive Bayesian or decision tree methods. The method is that after analyzing dataset in Naive Bayesian method and extracting levels of efficiency, accuracy and dark, bright points and areas, the same data set is analyzed by decision tree and levels of efficiency, accuracy and dark, bright points and areas are extracted, then the obtained results are voted based on Baking method, then the method that has got better comprehension is a priority and its further recognition is collected with the interface of the two methods. To implement in Naive Bayesian method, first the considered data set is implemented in Weka software, then the considered inputs are chosen among fields of dataset [10].

To show the efficiency, the proposed method is discussed with one of these methods. A comparison is done based on accuracy and measurement criteria so that the examined dataset is divided in to ten sections and is examined in groups of 100, 200, 300,...,1000 mails. The obtained results are compared with the results of spam particle swarm optimization method which contains negative selection method and particle swarm optimization method [11].

5. CONCLUSION
This method presents a new solution to detect spams by the use of fuzzy decision tree, Naive Bayesian, and Baking voting algorithm to extract spam's behavioral patterns. Because completely clear characteristics don't exist in real world, the degree of crosslinking to explain characters are neutral and rational. Fuzzy decision tree detects spam and ham mails by the use of fuzzy Mamdani rules, then Naive Bayesian method by the use of Bayesian formula does the same operation on chosen dataset, then Baking method by dividing votes in to smaller sections, gaining optimized weight and implementing it on obtained percentages will achieve the level of accuracy and health[12]. The proposed method not only shows a better efficiency in comparison with using each method separately, but also by the use of common interface of spam and ham emails detection (common TPs and TNs of both methods) divides detection in to two categories of reliable and highly reliable. One of the most important items in determining the optimal method of spam detection is minimizing the number of ham mails that are detected as spam mails because finding and deleting a spam among ham mails is easy for the users while finding a ham mail among spam ones is typically difficult and time consuming. To improve accuracy of spam detection results, two methods are used and by the use of Baking voting method and dividing votes, a better spam detection is provided. As mentioned in previous chapter, the comparison of suggested method with some methods that have been done before, shows better performance in terms of obtained accuracy results. Adding a preprocessing fuzzy level to process contents of emails for users by the use of categorizing mails based on content, subject, sender, time, receiver's number, sender's number, and etc. and combining three Naive Bayesian, decision tree, and Baking algorithm methods based on tacit and implicit components of a mail, categorizing has been done based on two methods and voting has been done by Baking algorithm, and false positive and negative rates cause an improvement in the accuracy of statistical filters to detect spams and a decrease in error detection [13].

6. RECOMMENDATIONS AND FUTURE WORK
To improve the proposed method, we can expand branches and leaves of decision tree to enter more details. In fact detailed fuzzy making of a mail includes: sending time,
sending protocol, context length, context type, time zone, number of receivers, frequency, and number of attachments, which increase accuracy performance of decision tree in detecting spams.

Operations such as adding more characteristics to fuzzy Mamdani decision tree and increasing Mamdani’s laws improve the efficiency. Adding no implicit details to different parts of a letter such as subject, content, sender, effective keywords in Naive Bayesian method cause the performance improvement of Naive Bayesian method in the field of classifying letters. Finally, the use of both methods in baking algorithm show a better performance percentage. The more the K-Fold divider, the higher the detection accuracy of proposed method is. In other words, the amount of considered K-Fold in proposed algorithm correlates with the accuracy of diagnosis. More attention to details of spam detection and correct classification of mails, results in the increase of accuracy. On the other hand, detection and division of implicit and no implicit characteristics of a mail that each one is detected in its own related method, help a better classification of emails. Note that more attention to details of a mail in detection of a spam will increase accuracy and decrease simplicity and understanding of the method.
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Abstract: Over the recent years, the global market of electrical and electronic equipment (EEE) has grown rapidly, while the products lifespan has become increasingly shorter. The rapid growth of the electronic and IT industry, current user’s culture, increasing rates of usage of techno products have led to disastrous environmental consequences. Most of these technologies are ending up in backlash and recycling centres, posing a new environmental challenge in this 21st century. The presence of hazardous and toxic substances in electronic goods has made tech waste a matter of fear and if not properly managed, it can have unfavourable effects on environment. It has been proven that some of the waste contain many cancer-causing agents. This paper provides a review of the tech waste problems and the need for its appropriate management.
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1. INTRODUCTION

Tech Waste consists of waste generated from used techno devices, electronic appliances which are not fit for their original use and are put-up for recovery, recycling. These wastes consist of various optical and electronic devices like PCs, mobile phones, including household appliances like refrigerators, air conditioners, television etc. Tech waste contains of thousand different materials many of which are toxic and potentially hazardous to atmosphere and human health [5].

The rapid development of information technologies are being considered as the turning point of human civilization in the afterwards of 20th century and 21st century. The Information Technology has been the strength of the universal economy since 1990s. Frequently increasing production of computer hardware has become major challenges of proper disposal of waste (techno-waste) produced by industries. Recent study focuses on the effect of consumption, dumping and recycling of the electronic waste on the natural atmosphere [8].

During the last decade electronic industry is the largest and fastest growing manufacturing industry. The outcome of its consumer oriented growth combined with fastest product disuse and technological advances are a new environmental objections- the growing danger of tech waste. [3] Information Technology is a developing problem as well as venture opportunity of increasing significance, given the volumes of tech waste being produced and the content of both toxic and valuable substances present in them. In tech waste over 60% is iron, copper, aluminum, gold and other metals, while plastic is about 30% and the hazardous pollutants consist only about 2.70%. [7]

2. CURRENT SCENARIO

2.1 Global Scenario

As per the global e-waste management, Switzerland is the first country to come up with the organized e-waste management system in world. The base of tech waste management system in Switzerland and other developed countries is Extended Producer Responsibility (EPR) and Advance Recycling Fee (ARF). In countries like USA, UK, France & Germany 1.5 to 3 million tons of e-waste are generated annually and are among the largest generators of e-waste. But in these countries also standardized e-waste management processes takes place. Organized and proper e-waste management, from potential sourcing and collection right up to ejection and disposal of material, has ensured that this huge heap of trash turns into a profitable business opportunity. India, China and few African countries have become dumping sites to the developed countries. Due to very drastic environmental standards, the expense of collection, preprocessing, recycling and disposal are very high. There are many countries that started the ‘take back’ system for their electronic product and have made laws on e-waste management. The US Environment Protection Agency has started National Electronics action Plan in USA to address the various issues related to e-waste. The European Union (EU) has put forward two frameworks for environmental protection from e-waste i.e., WEEE (Waste Electrical and Electronic Equipment) directives and RoHS (Restriction of use of Certain Hazardous Substances) which are also implemented by other countries. As per the EU directives (2003), it is compulsory for all 27 countries of European Union to recycle their waste. [5] In 2014 around 41.8 Mt tech waste generations was there in global quantity. [15] A UN report estimates that 30-50 million ton e-waste is generated yearly worldwide. Nearly 50-80% of e-waste are exported by US for recycling as export is legal in US. The export is due to cheaper labor in developing countries. The recycling and disposal of e-waste in China, India and Pakistan is highly polluted due to the release of toxic chemicals. The lack of responsibility on the part of government for the sustainable disposal of e-wastes have given a way for the development of unorganized sectors for the informal growth of e-waste. [17]

2.2 Indian Scenario

According to Aug 2014 report by Industrial body ASSOCHAM, large usage of gadgets, telecom, IT and appliances is collectively creating nearly 13 lakh tons of e-waste yearly in India. The insight in report is that Delhi-NCR, Mumbai and the IT capital of India, Bangalore collectively produce over 2 lakh tons of e-waste annually. Another January 2015 report from Merchandise and Research has predicted that the Indian e-waste market will grow at the rate of 26.22% CAGR (Compound Annual Growth Rate) during 2014-2019. As per the report, so much technological
waste being generated in the Country, a big portion is handled by the unofficial or unorganized sector using improper processes, which leads to pollution that affect the environment and develop many health hazards [16].

3. ENVIRONMENTAL IMPACT

Roughly each year 40 million metric tons of electronic waste (e-waste) is produced globally, about 13 percent of that weight is recycled in developing countries. According to United Nations Environment Programme (UNEP) 9 million tons of this waste such as discarded televisions, mobile phones, computers, and other electronics are produced by the European Union. And UNEP notes that this estimate is too low. About 50 % to 80% of this e-waste is handled by informal recycling markets in China, Vietnam, and Philippines, often shredding, burning and separating the parts of products in backyards. Emissions from the recycling practices are damaging human health and environment.

Developing countries with fast growing economies handle e-waste from developed countries and their own consumer’s. Currently it is estimated that 70 percent of e-waste handled in India is from other nations, but between 2007 and 2020, home television e-waste will double, computer e-waste will increase 5 times, and cell phones 18 times as per UNEP estimates. The health risks are increased by the recycling practices done by informal sectors. For example, exposure to toxic metals, such as lead, results mainly from burning in open air that is used to retrieve components such as gold.

Burning e-waste release inflammation, it creates fine particulate matter, which cause pulmonary and cardiovascular diseases. So several studies in Guiyu, a southeastern City in China, offer insight that the health implications is difficult to isolate due to the informal working conditions, poverty and poor sanitation. Guiyu is the biggest e-waste recycling site in the world, and the city’s residents face substantial digestive, neurological, respiratory, and bone problems. For example, 80% children in Guiyu’s face respiratory ailments, are at a risk of lead poisoning. E-waste is now the most important global environmental and health issue. Some policy responses have been arisen from European Union, which states source as responsible for e-waste. With this approach, manufacturers are required to eliminate dangerous toxins from production. [11]

Electronic equipment’s are made up of a number of components. Some components contains toxic substances which have an adverse impact on the health and environment if not handled properly. These hazards arise due to the improper recycling and disposal processes used. [3]

3.1 Environmental Impact by Different Types of Electronic Components [12]

1. Cathode ray tubes
   Cathode ray tube is used in TVs, Computer monitors, ATM, Video cameras, and more. Process used for dismantling and disposal are, breaking and removal of yoke, then dumping. Hazard which affect the atmosphere is such as lead, Barium and other heavy metals extract into the ground water and it releases the toxic phosphor.

2. Printed circuit board
   It is a thin plate on which chips and other electronic components are placed. Process used for dismantling and disposal are, computer chips are removed by Desoldering process. Chips are removed then open burning and acid baths to remove final metals. Hazards which effect the atmosphere is air emissions and the discharge of glass, dust tin, lead, beryllium cadmium and mercury into rivers.

3. Chips and gold plated instrument
   Process used for dismantling and disposal of this component are, chemical stripping using nitric and hydrochloric acid and burning of chips. Environmental hazards are Hydrocarbons, heavy metals, brominated substances discharged into rivers directly, which is acidifying fish and flora. Tin and lead contamination of surface and groundwater. Hydrocarbons, heavy metals and brominated dioxins are emitted into air.

4. Plastics
   Plastics which are used in printers, keyboards, monitors etc. The process used for reuse of the devices are shredding and melting at low temp. Environmental hazards are emission of heavy metals, hydrocarbons and brominated dioxin.

5. Computer wires
   Wires which are used in the computer. To reuse the components process used are burning in open air and stripping for copper removal. The environmental hazards are hydrocarbon ashes which released into soil, air and water.

3.2 Effect on Human Being [17]

- The waste element Lead effects the central and peripheral blood system, nervous system, reproduction system and kidney. The source of this waste is Glass panel, Gasket in computer monitors, solder in PCB and other component.
- The waste element Cadmium effects the kidney. The source of this waste is SMD chip registers, semiconductor chips and infra-red detectors.
- The waste element Mercury effects the brain, kidney, and foetus. The source of this waste is electrical and electronic equipment thermostats, relays, sensors, switches, medical equipment, lamps, mobile phone, batteries, flat panel display.
- The waste element Barium causes brain swelling, muscle weakness, damage to heart, liver and spleen. The source of this waste is component used in computer’s front panel of a CRT.
- The waste element Beryllium causes lung cancer, skin diseases. The source of this waste is motherboard, finger clips.
- The waste element Toners causes the respiratory treat irritation. The source of this waste is plastic printer cartridge.
- The waste element Hexavalent chromium causes damage to DNA. The source of this waste is untreated steel plant.
4. TECH WASTE MANAGEMENT

4.1 Tech Waste Management Strategies

The best way to handle e-waste is to decrease the volume of e-waste generated. Designers should take care that the product is built for re-use, repair or upgradeability. Stress should be laid on the use of less toxic, easily recoverable and recyclable materials in these technologies such that it can be reused again. Recycling and reuse of materials are the best way of e-waste management. Magnitude of e-waste can be reduced by recovery of metal, plastic, glass and other materials. By doing so energy can be conserved and the environment can be kept free from toxic materials that would have been released otherwise.

Now it is the high time the manufactures, consumers, regulators, state governments, municipal authorities, and policy makers take up the matter sincerely so that the different critical elements addressed in proper manner. It is the time to have an “e-waste policy” and national regulatory framework for the proper management of e-waste. An e-waste policy can be best made by those who understand the in-depth issues caused by e-waste. So it is best for industry to have policy formation with user involvement. By improving the performance of collection and recycling systems the sustainability of e-waste management can be achieved.

4.2 Status of Tech Waste Management in India

Although of a wide range of environment legislation in India there is no specific laws for the guidelines for e-waste or tech waste. As per the Hazardous Waste Rules (1989), unless it is proved to have higher concentration of certain substance e-waste is not treated as hazardous.

Following action steps has been taken by government to raise the awareness about environmentally sound management of techno waste (CII, 2006):

- Several workshops of e-waste management was organized by the Central Pollution Control Board (CPCB) in association with Toxics Link, CII etc.
- CPCB has initiated the action for rapid estimation of the E-waste generated in major cities of the country.
- A National Working Group has been formed for developing a scheme for E-Waste Management.
- “Environmental Management for Information Technology Industry in India”. A comprehensive technical guide, has been published and circulated widely by the Department of Information Technology (DIT), Ministry of Communication and Information Technology.
- Demonstration projects have also been set up at the Indian Telephone Industries by the DIT for recovery of copper from Printed Circuit Boards.

Despite awareness and readiness for implementing improvements is increasing speedily, the major hurdle to manage the e-waste safely and effectively continues. These include –

- The lack of reliable data that stand as a challenge to policy makers who wish to design an e-waste management strategy and to an industry wishing to make analytical investment decisions.
- Due to absence of a useful take back scheme for consumers only a portion of the e-waste (estimated 10%) finds its way to recyclers.

- The lack of a safe e-waste recycling framework in the formal sector and thus dependence on the capacities of the informal sector pose severe risks to the environmental and human health.
- The existing e-waste recycling systems are purely business-motivated that have come about without any government intercession. Any development in these e-waste sectors will have to be built on the current set-up as the waste collection and pre-processing can be handled efficiently by the informal sector, at the same time offer numerous job opportunities.[9]

4.3 Approaches for E-Waste Management

"Reduce, Reuse, Recycle" should be adopted for tech waste management. Reduce the generation of e-waste through smart procedure and good maintenance. Reuse still functioning electronic devices by giving or selling it to someone who can still use it. Recycle only those components that cannot be repaired. Use only authorized recyclers for disposing the e-waste products.[10]

Figure 1: Tech Waste Generation and Recycling 2000-2013[13]

4.4 Methods for E-Waste Management [16]

1. Land filling

Most commonly used method for disposal of e-waste is land filling. In this method flat surfaces are trenches. Soil is removed from the trenches and waste materials is buried into it, which is covered by thick layer of soil. The degradation process in landfills are very complicated and take a wide time to run. The various hazards of land filling are leaking landfills, leach ate contaminating soil and groundwater, Chemical reactions, vaporization, uncontrolled fires. Thus land filling is not environmentally good treatment for substances, which are volatile and non-biologically degradable (Cd, Hg, CFC), persistent (polychlorinated biphenyls [PCB]) with unknown behavior in a landfill site (brominates flame retardants).

2. Incineration

Incineration is a complete and controlled combustion process, in which specially designed incinerators are
used in which the waste materials are burned at a high temperature (900-1000°C). Advantage of this method is that volume of waste will be reduced and the utilization of the energy content of inflammable materials. Disadvantage is that some escaping substances of flue gas and large amount of residues from gas cleaning and combustion process is emitted into air. Cadmium and mercury are emitted yearly from e-waste incineration plant. Heavy metals are not emitted directly into the atmosphere and it is transferred into slag and exhaust gas residues which can reenter the atmosphere on disposal. So incineration will increase these emissions if no reduction are taken like removal of heavy metals. Incineration Hazards are as follows: Dioxin formation, heavy metal contamination, contamination slag, fly ash, and flue gas, health and safety hazards.

3. Recycling of e-waste
The three types of recycling options for managing plastics from end-of-life of electronics they are Mechanical recycling, chemical recycling and thermal recycling. Recycling process involves dismantling, that is, removal of different parts of electronic devices which contain many dangerous substances like PCB, Hg, separation of plastics, CRT, ferrous segregation and nonferrous metals and printed circuit board. Many precious metals like lead, gold, copper are removed by use of strong acids which affect the atmosphere and human health also. The value of recycling process of any electronic devices is much higher if technologies are used. The persons who recycle the e-waste works in poorly-ventilated enclosed areas without any mask and technical expertise results in exposure to dangerous and slow poisonous chemicals. Devices which can be recycled are Monitors and CRT, keyboards, laptops, CPUs, chips, mobile phones, compact disks, fax machines, hard drives, floppy disks, telephone boards, modems, connecting wires and cables. Effects due to e-waste recycling are: threat to human health and environment, Lead causes damage to the kidneys, central and peripheral nerve system and blood system in humans, Mercury impacts brain development and functioning.

Figure 2. Process of Tech waste Recycling

4. Reuse
It is direct second-hand use or use after slight modifications to the original device. It is used for electronic devices such as computers, cell phones, etc. Inkjet cartridge is also used after refilling. This method also reduces e-waste generation.

5. CONCLUSION
Tech Waste is a growing factor in the world because of the fast development of the electronic and IT industry. The toxic materials present in the techno products is harmful for health and environment. The best way is to have a proper management of the tech waste so that it will turn to profitable product and also a business opportunity for entrepreneur. We should reduce the usage of technology in our day to day life. We can also promote awareness among people about the proper tech waste management. Manufacturers, designers have the responsibility to ensure that the substances used in electronic products can be recycled and reused later such that it does not affect the atmosphere. Improper management of Tech waste is disastrous for human’s health, it leads to various types of diseases that are not cured because they are new for doctors. There are some places in India where recycling of Technology products take place. The recycling of disposed techno waste occurs in few places of foreign country like Switzerland, Europe etc.
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1. INTRODUCTION

Now a day’s social media has been the important part of one’s life from shopping to electronic mails, education and business tool. Social media plays a vital role in transforming people’s life style. Social media includes social networking sites and blogs where people can easily connect with each other. Since the emergence of these social networking sites like Twitter and Facebook as key tools for news, journalists and their organizations have performed a high-wire act [1]. These sites have become a day to day routine for the people. Social media has been mainly defined to refer to “the many relatively inexpensive and widely accessible electronic tools that facilitate anyone to publish and access information, collaborate on a common effort, or build relationship” [2].

1. IMPACT OF SOCIAL MEDIA ON VARIOUS FIELDS

1.1 Impact of Social Media on Education

As per the survey of previous research, 90% of college students use social networks. Technology has shown a rapid development by introducing small communication devices and we can use these small communication devices for accessing social networks any time anywhere, as these gadgets include pocket computers, laptops, iPads and even simple mobile phones (which support internet) etc.[5]. For the purpose of education social media has been used as an innovative way. Students should be taught to use this tool in a better way, in the educational classes’ media just being used for messaging or texting rather than they should learn to figure out how to use these media for good [3]. Social media has increased the quality and rate of collaboration for students. With the help of social media students can easily communicate or share information quickly with each through various social sites like Facebook, Orkut, and Instagram etc. [4]. It is also important for students to do some practical work instead of doing paper work. They can also write blogs for Teachers as well as for themselves to enhance their knowledge skills [3]. Social networking sites also conduct online examination which play an important role to enhance the students’ knowledge.

Teachers as well as for themselves to enhance their knowledge skills [3]. Social networking sites also conduct online examination which play an important role to enhance the students’ knowledge.

<table>
<thead>
<tr>
<th>Purpose of Internet Usage</th>
<th>User</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mail</td>
<td>33</td>
<td></td>
</tr>
<tr>
<td>Surfing</td>
<td>26.8</td>
<td></td>
</tr>
<tr>
<td>Chatting</td>
<td>18.7</td>
<td></td>
</tr>
<tr>
<td>Social Networking</td>
<td>17</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>4.5</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>100</td>
<td></td>
</tr>
</tbody>
</table>

Fig. usage of social media on education[7]

In the above table 1 it is clear that, internet usage for the respondents was for mailing and surfing the net with 33% and 26% respectively. Mainly two traditional reasons for using Internet i.e. Mailing and Surfing. In India, social networking sites are growing fast to gain popularity but it haven’t reached the expectation of global scenario. Just 17% reported social networking sites as their principle reason for Internet usage. Alternating reactions were downloading internet content, purchasing online goods, studying and reading e-books [7].
<table>
<thead>
<tr>
<th>Membership in social networking sites</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Member of SNS</td>
<td>Percentage</td>
</tr>
<tr>
<td>Yes</td>
<td>95.7</td>
</tr>
<tr>
<td>No</td>
<td>4.3</td>
</tr>
<tr>
<td>Total</td>
<td>100</td>
</tr>
</tbody>
</table>

Fig. Membership in social networking sites for education [7]

Among the Indian youth 95.7% of the members are connected with the social media. These figures are increasing day by day. Whereas only 4.3% of members are not connected with the social media [7].

### 1.1.1 Positive Effect of Social Media on Education

- Social media gives a way to the students to effectively reach each other in regards to class ventures, bunch assignments or for help on homework assignments [12].
- Many of the students who do not take an interest consistently in class might feel that they can express their thoughts easily on social media [12].
- Teachers may post on social media about class activities, school events, homework assignments which will be very useful to them [12].
- It is seen that social media marketing has been emerging in career option. Social media marketing prepares young workers to become successful marketers.
- The access of social media provides the opportunity for educators to teach good digital citizenship and the use of Internet for productivity [13].

### 1.1.2 Negative effect of Social Media on Education

- The first concern about the negative effect comes to mind is the kind of distraction to the students present in the class. As teachers were not able to recognize who is paying attention in the classroom [12].
- One of the biggest breakdown of social media in education is the privacy issues like posting personal information on online sites.
- In some of the scenario there were many in appropriate information posted which may lead the students to the wrong side.
- Because of social media students lose their ability to engage themselves for face to face communication.
- Many of the bloggers and writers posts wrong information on social sites which leads the education system to failure.

### 1.2 Impact of Social Media on Business

Social media is the new buzz area in marketing that includes business, organizations and brands which helps to create news, make friends, make connections and make followers. Business use social media to enhance an organization’s performance in various ways such as to accomplish business objectives, increasing annual sales of the organization. Social media provides the benefit as a communication platform that facilitates two way communication between a company and their stock holders [6]. Business can be promoted through various social networking sites. Many of the organization promotes their business by giving advertisement on the social media in order to attract maximum users or customers. Customers can connect and interact with business on a more personal level by using social media. If an organization has established a brand, social media may help this organization to develop the existing brand and give the business a voice. With the help of social media organization can make their strategy to promote their organization.

Fig: Social media adaptation [8]

Social media used in various business functions. Some of them are:

- **Marketing**: Marketing is one of the most important and common use of social media in business. It works because today every brand has a target section of online audience.
- **HR**: Is great for identifying and engaging the talent directly. HR helps company to showcase their employee benefits and culture of the company to outside world.
- **Creative**: It share enables art, copy and design teams to invent new ideas which is useful for company to achieve goal.
- **Operations/strategy**: Many of the sites like LinkedIn helps the business by connecting with the experts who can share some strategic plans.
- **Business Development**: Professional networking sites can be used to connect with the clients.
1.2.1 Positive Effect of Social Media on Business

- Social Media helps to better understand their audience by their likes and dislikes [14].
- It helps the business for promotional activities.
- Social networking sites helps to make new customers by providing useful facilities.
- Helps to enhance market insight and stretch out beyond your rivals with online networking [14].
- It also helps to increase awareness among brands and reach with little to no budget [14].

1.2.2 Negative Effect of Social Media on Business

- In business filed social media is not entirely risk free because many of the fans and followers are free to post their opinion on a particular organization, the negative comment can lead the organization to failure.
- Many of the large organization have fallen victim to the hackers.
- The wrong online brand strategy can doom a company, and put at a huge viral social disadvantage[15].
- Getting involved with Social Media is very time consuming. As an organization you should assign a person to always bolster your pages and profile with significant substance [15].
- Most companies have difficulty measuring the results of social media advertising.

1.3 Impact of Social Media on Society

As we all are aware of social media that has an enormous impact on our society[7]. Many of the social media sites are most popular on the web. Some social media sites have transformed the way where people communicate and socialize on the web. Social networking sites render the opportunity for people to reconnect with their old friends, colleagues and mates. It also helps people to make new friends, share content, pictures, audios, videos amongst them. Social media also changes the life style of a society.

- Social Media helps to meet people they may not have met outside the social media forums.
- It also helps to share ideas beyond the geographical boundaries.
- It provides open opportunity for all writers and bloggers to connect with their clients.
- Another positive effect of social networking sites is it unite people on a huge platform for the achievement of specific goals. This brings positive change in the society.
- Social media provides awareness among society like campaigns, advertisement articles, promotions which helps the society to be up to date with the current information.
1.3.2 Negative Effects of Social Media on Society

- One of the negative effects of social media is that it makes people addicted. People spend lots of time in social networking sites which can divert their concentration and focus from the particular task.

- Social media can easily affect the kids, the reason is sometimes people share photos, videos on media that contain violence and negative things which can affect the behavior of kids or teenagers.

- It also abuses the society by invading on people’s privacy.

- Social lies like family ones also weaken as people spend more time connecting to new people.

- Some people use their images or videos in social sites that can encourage others to use it falsely.

1.4 Impact of Social Media on Youngsters

Nowadays social media has become a new set of cool tools for involving young peoples. Many young people’s day to day life are woven by the social media. Youngsters are in conversation and communication with their friends and groups by using different media and devices every day [16]. In past years it was seen that youngsters are in touch with only friends and their groups in schools and colleges. But nowadays youngsters are in contact not only with known friends but also with unknown people through social networking sites, instant messaging etc. [16]. According to BBC news research of 2013 they discuss that 67% Facebook users are very common and well known social media portal consist of the youth and students, so these praise the fact that the youth and students have more focus and relation [11]. Throughout the country teenagers frequently use the web, mobile phones, online games to communicate and gather information with each other. As per the survey in California the below table shows how social media impacts the behavioral health of California’s adults [17].

<table>
<thead>
<tr>
<th>TYPE</th>
<th>EXAMPLE</th>
<th>%TEENS WHO USE SOCIAL MEDIA NATIONALLY</th>
</tr>
</thead>
<tbody>
<tr>
<td>Text Messaging</td>
<td>Cellphone feature</td>
<td>75% of all teens own a cell phone, 88% of cell phone-owning teens text, 72% of all teens use text messaging</td>
</tr>
<tr>
<td>Social networking sites</td>
<td>Facebook, MySpace</td>
<td>73% of online teens have used a social networking site</td>
</tr>
<tr>
<td>Online videos sites</td>
<td>Youtube.com</td>
<td>63% of online teens watch online videos</td>
</tr>
<tr>
<td>Online gaming</td>
<td>SecondLife.com</td>
<td>61% of online youth play games online, including multiplayer online games</td>
</tr>
<tr>
<td>Blogging with in social networking sites</td>
<td>Facebook or MySpace feature</td>
<td>52% of online teens have commented on a blog</td>
</tr>
</tbody>
</table>

Fig: usage of social media by youth [17]

1.4.1 Positive Effects of Social Media on Youngsters

- Social media helps youngsters to stay connected with each other.

- Useful information can be exchanged over social networking sites.

- Social networking sites can allow teens to find support online that they may lack in traditional relationships, especially for teens [17].

- In a Critical Development period youngsters also go for social networking sites for advice and information.

- Youngsters can look to social media for getting the answers related to their career objectives.
1.4.2 Negative Effects of Social Media on Youngsters

- Today it’s not clear that who the “strangers” are especially in the field of social media.
- Kidnapping, murder, robbery can be easily done by sharing details on social media.
- There are many cases registered in police station where adults target young children and lure them into meeting them.
- Mostly youngsters waste lots of time on social sites like chatting which also effects their health.
- Some useless blogs influence youth extremely that they become violent and can take some inappropriate actions.

2. CONCLUSION

As the technology is growing the social media has become the routine for each and every person, peoples are seen addicted with these technology every day. With different fields its impact is different on people. Social media has increased the quality and rate of collaboration for students. Business uses social media to enhance an organization’s performance in various ways such as to accomplish business objectives, increasing annual sales of the organization. Youngsters are seen in contact with these media daily. Social media has various merits but it also has some demerits which affect people negatively. False information can lead the education system to failure, in an organization wrong advertisement will affect the productivity, social media can abuse the society by invading on people’s privacy, some useless blogs can influence youth that can become violent and can take some inappropriate actions. Use of social media is beneficial but should be used in a limited way without getting addicted.
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Abstract— In the current scenario, the information and communication technology have made drastic changes in our daily routine like industries, institution and almost in each field. In today’s world there is a large amount of usage of electronic equipments which are giving rise to many problems. The energy consumption from such devices also leading to various global warming issues. At the same time they are leading to many problems like problems of massive amount of hazardous waste and other wastes which are generated from electronic equipment. Therefore here we will discuss about various consequences of e-waste, their effects and management of these toxic and dangerous wastes so as to make the process energy efficient and environment friendly.
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1. INTRODUCTION

In the modern era heavy usage of electronic gadgets during the last two decades has led to increment of a huge amount of e-wastes in soil and environmental pollutants. Thus the major concern nowadays is pollution control and environmental safety. Dumping of electronic wastes has become a major problem in our society. Because these wastes are non biodegradable the gradual reposition of these e-wastes leads to increment of various toxic metals like lead cadmium and pollutes the soil and the ground water. Ground water pollution affects the plants, animal and the humans too as a whole causing severe health problems and disorders. Therefore, proper management of these electronic wastes has become a crucial demand of the time.

E-Waste

Electronic waste also referred as e-waste describes unwanted electrical or electronic devices. Used electronics which are intended for reuse, resale, salvage, recycling or disposal are also considered as e-waste. Spontaneous processing of electronic waste in all of the countries may cause serious physical and environmental complications, as these countries have limited managerial fault of e-waste processing.

Electronic components such as Cathode Ray Tubes may contain components such as lead, cadmium, beryllium, residents. Even in many countries reprocessing and dumping of e-waste may involve serious risks to the workers and commonality and great care must be taken to avoid uncertain vulnerability in the operations of recycling and leaking of materials such as heavy metals. All other electronic devices & storage media[1]

Green Computing

Green computing, also termed as green technology, is the environmentally answerable cause of computers and related resources. Such practices include the utilization of energy-efficient central processing units, servers and devices as well as reduced resource consumption and proper dumping of electronic waste (e-waste).[2]

Many IT manufacturers and dealers are continuously spending money in designing energy efficient computer devices, reducing the use of harmful materials and supporting the recyclability of digital devices and paper. Green computing practices came into existence in the year 1992, when the Environmental Protection Agency (EPA) launched the Energy Star program. Green computing aims to attain economic energy and improve the way how computing devices are used. Green IT includes the development of environmentally feasible production practices, energy efficient computers and improved disposal and recycling procedures.[3]

2. CATEGORIES OF E-WASTE

<table>
<thead>
<tr>
<th>Category</th>
<th>Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Large Household Appliances</td>
<td>Washing machines, Dryers, Refrigerators, Air-conditioners, etc.</td>
</tr>
<tr>
<td>Small Household Appliances</td>
<td>Vacuum cleaners, Coffee Machines, Irons, Toasters, etc</td>
</tr>
<tr>
<td>Office, Information &amp; Communication Equipment</td>
<td>PCs, Laptops, Mobiles, Telephones, Fax Machines, Copiers, Printers etc.</td>
</tr>
<tr>
<td>Entertainment &amp; Consumer Electronics</td>
<td>Televisions, VCR/DVD/CD players, Hi-Fi sets, Radios, etc</td>
</tr>
<tr>
<td>Lighting Equipment</td>
<td>Fluorescent tubes, sodium lamps etc. (Except: Bulbs, Halogen Bulbs)</td>
</tr>
<tr>
<td>Electric and Electronic Tools</td>
<td>Drills, Electric saws, Sewing Machines, Lawn Mowers etc. (Except: large stationary tools/machines)</td>
</tr>
<tr>
<td>Toys, Leisure, Sports and Recreational Equipment</td>
<td>Electric train sets, coin slot machines, treadmills etc.</td>
</tr>
</tbody>
</table>

3. IMPACT ON ENVIRONMENT AND HUMAN HEALTH

Electronic wastes can cause comprehensive environmental damage due to the use of harmful materials in the compose of electronic goods. In form or the other

Figure 1: Composition of E-Waste[1]
harmful materials such as lead, mercury and hexavalent chromium are present in such wastes which consists of Cathode ray tubes (CRTs), Printed board assemblies, Capacitors, Mercury switches and relays, all kinds of Batteries, Liquid crystal displays abbreviated as LCD, Cartridges of the Photocopy machines, Selenium drums- the photocopier drums and Electrolyte. It is mainly known as, e-waste contains deadly substances such as Lead and Cadmium which are present in circuit boards; lead oxide and Cadmium present in monitor Cathode Ray Tubes (CRTs), Mercury present in switches and flat screen monitors, Cadmium exists in computer batteries; polychlorinated biphenyls (PCBs) present in capacitors and transformers which are very older, and brominated flame choke off on printed circuit boards, plastic casing, cables and Polyvinyl chloride abbreviated as PVC, cable insulation that discharge highly toxic dioxins and furans when burned to regain Copper from the wires.

All electronic components contain printed circuit boards which are very hazardous because they contain lead, brominated flame retardants (which is typically 5-10 % by weight) and antimony oxide, which is also available as a flame retardant (which is typically 1-2% by weight). Land filling of e wastes can be pointed towards extracting of lead into the ground water. If the CRT is crumbled and burned, it emits harmful fumes into the air. These products contain several rechargeable batteries, all of which contain toxic substances that can pollute the environment when burnt in incinerators or disposed off in landfills.

The cadmium from one cell phone battery pollutes 600 m3 of water. The amount of cadmium in landfill sites is authoritative, and considerable lethal contamination is caused by the unavoidable effects of cadmium leaking into the surrounding soil. Because plastics are highly combustible, the wiring board and electronic products contain brominated flame residents, which are clearly damaging to the health of humans and many living organisms as well as surroundings too.

**Health Risks**

Recycling of havoc carries health risks if relevant caution is not taken. Workers those who are working with waste which contains chemical and metals may sense a sensitivity to hazardous substances and have major health problems at the range of physical disorderliness, inabilities etc. Toxic exposure even sometimes may become poisonous. Therefore, dumping of healthcare wastes and toxic metal wastes require special attention in order to abstain major health hazards.

**4. PROBLEMS ARISING THROUGH E-WASTE**

With the rapid-advancement in today’s society, electronic appliances of all forms have rapidly unify themselves as a necessity in our daily lives. The TV sets that entertain us, to the GPRS that navigate us; from the headphones in our ears, to the, from the cell phones we communicate through, to the computers we work on. Eagerly, we scramble to proudly hold the latest and greatest.[5]

The amount of electronic devices junked globally has increased recently, with 20-50 million tones generated each year.

Electronic waste (e-waste) at present makes up five percent of all municipal solid waste worldwide, nearly the same amount as all plastic packaging does, but it is much more poisonous than that. Not only developed countries produce e-waste, Asia shelfs an estimated 12 million tonnes of e-waste every year.

**Figure: Showing E-Waste in India**

**5. SOURCES OF E-WASTE**

<table>
<thead>
<tr>
<th>Home</th>
<th>PC</th>
<th>Television</th>
<th>Radio</th>
<th>Cell Phones</th>
<th>Microwave Oven</th>
<th>Washing Machine</th>
<th>Electronic Iron</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hospitals</td>
<td>PC</td>
<td>Monitors</td>
<td>ECG Devices</td>
<td>Microscope</td>
<td>Incubator</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Government</td>
<td>PC</td>
<td>CPU</td>
<td>FAX Machine</td>
<td>Scanner</td>
<td>Tube Lights</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
6. E-WASTE IN INDIA

As there is no independent collection of e-waste in India, there is no crystal clear data on the quantity developed and dumped on each year and the resulting amount of environmental exposure. The preferred method to get rid of extinct electronic items in India is to get them in exchange from vendors. The business division is estimated to report for 78% of all installed computers in India. Discarded computers from the business zone are sold-off. Sometimes educational institutes or charitable institutions collect old computers for their reuse. It is estimated that the total number of discarded personal computers emerge each year from business and individual households in India will be around 1.38 million. The results of a field report conducted in the Chennai, a city of India to determine the average usage and life of the personal computers (PCs), television (TV) and cell phones showed that the average homely management of the PC ranges from 0.39 to 1.70 build upon the income class. Television sets ranges from 1.07 to 1.78 and for mobile phones it ranges from 0.88 to 1.70. The low-income households use the Computers for 5.94 years, Televisions for 8.16 years and the cell phones for 2.34 years while, the upper income class people uses the Computers for 3.21 years, Television for 5.13 years and cell phones for 1.63 years. Although the per-head waste production in India is still comparatively small, the complete volume of wastes generated will be very high. Further, it is increasing at a faster rate. The growth rate of the mobile phones (80%) are very high as compared to that of PC (20%) and TV (18%) as people use mobile phones much more than PCs and TVs. The public alertness on e-wastes and the eagerness of public to pay for e-waste management as computed during the study based on an organized census revealed that about 50% of the public are informed about the environmental and health impacts of the electronic devices. The eagerness of public to pay for e-waste management varies from 3.57% to 5.92% of the product cost for Computers, 3.94 % to 5.95 % for TV and 3.4 % to 5 % for the cell phones.

Additionally appreciable quantities of e-waste are reported to be intended. However, no adequate figures available on how generous are these e-waste streams. The government trade data does not categorize between new and old computers and external parts and so it is very complicated to track what measure of imports is used electronic goods.[4]

![Figure: City wise E-Waste Generation in India][12]

7. ELECTRONICS ARE DIFFICULT TO RECYCLE

Recycling electronics is not as easy as recycling papers. These products are not simple to recycle. Proper and safe recycling often are very expensive than the materials.

Electronics which are not designed for recycling process. Materials used and physical designs make recycling difficult. While companies are putting affirmation to inquire “green electronics,” we are miles away from the green products which should be used.

Electronics which contain many toxic/harmful materials. Screens of Computers and Television sets made with tubes (not the flat panels one) which contain very much amount of lead in them. Most of the flat panel monitors and Television which are being recycled now contain less lead as compared to earlier, but more mercury, from their respected mercury lamps. About 40% of the heavy metals, including lead, mercury as well as cadmium, in landfills rise from electronic equipment junks.
8. FORTHCOMING TRENDS

The global e-waste production is probably to raise due to the economic development and the available technologies since the increased GDP points to increased buying of electronics and basically increased e-waste manufacture.

The increasing economic growth is expected to replicate higher e-waste production. On the contrary, it is expected that specific changes in the technology and the utilization habits are likely to decrease the worldwide e-waste production, since customers may support more convenient PC solutions having 1-3 kg standard weight compared to the immobile computer weighing 25 kg, or the immobile computers is projected to be prepared with LCD (Liquid Crystal Display) screens instead of the older CRTs (Cathode Ray Tube).[8]

9. E-WASTE AS INFORMATION SECURITY

The safety of the information on your electronic devices are the most beneficial issue when choosing an electronics recycler E-waste presents a possible security risk to individuals and exporting countries. Hard drives that are not correctly erased before the PC is disposed of can be reopened, revealing sensitive information. Credit card numbers, confidential financial data, account details, and records of online dealings can be accessed by most enthusiastic individuals. Ordered criminals usually look up for the drives for information to use in confined scams.

10. GREEN COMPUTING AN ECO FRIENDLY APPROACH TOWARDS E-WASTE

Green computing is a fresh technology that is now in attention of business, industries for the energy performance and to dispose E-waste in an effective and risk-free way. They now came to understand that going green is in best interest, both in terms of public affairs and cheap costs. Force of computing was initially on quicker analysis and speedier calculation and solving of more difficult problems. But in the latest past Green computing has got vast importance and that is reaching of energy efficiency, minimization of power utilization of e-equipment.

It has also given highest awareness to minimization of e-waste and use of non-hazardous materials in preparation of resourceful computers and Electronics. The main goal of this technology is to study and apply computing resources efficiently and naturally. Maximizing the energy efficiency and to support biodegradability which are the prime focus of this technology. Due to pollutants generated by it and the regular increment in rates, energy utilization is causing a serious environmental and monetary problems. On the subject of energy efficiency, a branch of Green IT named energy-aware computing has emerged. Green computing is very much necessary for the forthcoming world. It is required to make our self as well as our environment healthy and fit. It can be defined as sensibly utilizing the resources presented. Many computers are formed from many poisonous substances like cadmium, mercury and other harmful objects. While disposing off the computers, it will lead to pollution and affect the environment to a greater extent. This field encircles a broad range from new generation techniques to the study of higher materials to be used in our daily life. Bringing it to practice will deal with many problems that are being a risk to human life and our environment too. The impact of the poisonous wastes that are produced by us from throwing our old computers and peripherals which leads to land pollution. The computers have the power hogs that produce pollution by the energy they absorb for their processes.[9]

GREEN COMPUTING SOLUTIONS AS OUR MAJOR GOAL

Developing sustainable green-computing plans

This involves active contribution of all the citizens those who are linked with the organisations from the finest levels to the ground level. Organizational policies and catalogues needs to be organized, containing obligatory guidelines, government policies, —green-recommendation, list of eco-friendly and non-recyclable items. The green practices and procedures which should aim at decline of usage of non-conventional resources, by falling usage of paper and recycling of old devices and systems in order to abolish e-wastes from the organizations.

Recycle and Reuse

Rejected, used or unwanted electronic tools in a convenient and environmentally answerable manner. Computers have contaminant metals and pollutants that can release dangerous emissions in the environment. Computers should never, ever be eliminated in landfills. Recycle them instead through producer programs such as recycling facilities in your society. Or give away still-working computers to a non-profitable organization.

Purchase products which are environmentally green

Buy products which are labeled as green and safe for you as well as the environment. These products help to reduce the deprivation caused by the energy-consumption to the environment. For these consumers should be motivated to buy products which are environmentally sound. Clear and unblemished criteria must be set for the desire of green-products. Creators should be also involved and given appropriate credits for the process of manufacturing products which are beneficial for the environment. Buy the Electronic Product Environmental Assessment Tool registered products. EPEAT is a acquisition tool promoted by the nonprofit Green Electronics Council.

www.ijcat.com
Minimizing consumption of paper

There are many ways to nullify the usage of paper. With computers being more popular than any other thing today all jobs can be done on the accumulator. Complicated modes of communications like e-mail, free-messaging, and other social sites that have brought communication to your approach. Moreover paper is being saved by the industries, as many industries are trying to change themselves to—paper-less-mode day by day.

Conservation of energy

All electronic devices show the consumption of energy which has been taken from non-renewable energy resources. So adopt the suitable strategy and techniques so as to preserve energy so that it can be recycled when there is the actual need.

11. FORTHCOMING TRENDS

The forthcoming trend of Green Computing is going to be based on competence, rather than decrementation in consumption.

The primary focus of Green IT is in the organization’s self interest in energy cost decrement, at Data Centers and at desktops too, and the conclusion of which is parallel Reduction in carbon generation. The secondary focus of Green IT needs to be focus ahead of the energy use in the Data Center and the focus should be on modernization and improving arrangement with overall corporate social responsibility efforts. The secondary focus will insist the development of Green Computing strategies. The idea of feasibility addresses the topic of business value formation while ensuring that long-term environmental resources are not affected. There are few efforts, which all companies should take care of

A. Certifications for Green Products
B. Cloud Computing
C. Product Longevity
D. Power Management tools
E. Leveraging Unused Computer Resource
F. Data Compression
G. Application

12. ADVANTAGES AND DISADVANTAGES OF GREEN COMPUTING

Advantages:
- Energy saving
- Environmentally Friendly
- Cost-effective (pays over time)
- Save more money per year
- can give you a tax right off

Disadvantages:
- High expenditures
- Not readily available
- Still in experimental stages
- Sacrifice performance for battery life
- Not for everyone

13. CONCLUSION

“Technology is not a passive observer, but it is an active subscriber in obtaining the goals of Green Computing.”

As Consumers we have only taken care of speed, price and performance factors of the electronic appliances and gadgets but the thing which we haven’t cared about at all is their ecological impacts. But with the mushrooming concern on environment and surroundings, people have started thinking about safer and greener concepts.

Division of E-waste into specific branches at collection stage is clearly an helpful approach for providing consequent valuable recycling and reuse.

At present various companies have developed many technologies through it can recycle wastes and does not use any chemicals along with it. Efforts are being pushed up by IT sector to achieve green computing by reduction and recycling of resources. The rules and regulations of government are driving dealers to behave green, do green, go green, think green and act green to adopt green computing.

All these efforts are still in process mainly to reduce the E-waste but the future of Green Computing will be depending on efficiency and the green products.

14. REFERENCES

[3] [https://www.techopedia.com/definition/14753/green-computing
[4] [ELECTRONIC WASTE MANAGEMENT IN INDIA–ISSUES AND STRATEGIES KURIAN JOSEPH Centre for Environmental Studies, Anna University, Chennai, India


https://www.google.co.in/search?q=e+waste+management+images&tbm=isch&imgil=OJNofjDnNatUoM%253A%253B_EFiDsSK8a-6aM%253Bhttp%25253A%25252F%25252Fwastage.weebly.com%25252Fsource=iu&pf=m&fir=OJNofjDnNatUoM%253A%253B_EFiDsSK8a-6aM%253B_http%2525253A%2525252F%2525252Fwastage.weebly.com&usg=__McDZznTTto3NPU5pk-fZOq6hv3QY%3D&biw=1517&bih=741&dpr=0.9&ved=0ahUKEw9yvzi2ulJKahWNVWY4KHVLUCpYQyjILw&ei=SCOiVv2KE42zuQTSqKuwCQ#imgrc=OJNofjDnNatUoM%3A

https://www.google.co.in/search?q=e+waste+management+images&tbm=isch&imgil=OJNofjDnNatUoM%253A%253B_EFiDsSK8a-6aM%253Bhttp%25253A%25252F%25252Fwastage.weebly.com%25252Fsource=iu&pf=m&fir=OJNofjDnNatUoM%253A%253B_EFiDsSK8a-6aM%253B_http%2525253A%2525252F%2525252Fwastage.weebly.com&usg=__McDZznTTto3NPU5pk-fZOq6hv3QY%3D&biw=1517&bih=741&dpr=0.9&ved=0ahUKEw9yvzi2ulJKahWNVWY4KHVLUCpYQyjILw&ei=SCOiVv2KE42zuQTSqKuwCQ#imgrc=7cqcENnMP2OWdM%3
Exploration and Supremacy of Li-Fi over Wi-Fi

Jessemine Antony
School Of Information Technology,
MATS University
Raipur, India

Prakash Verma
School Of Information Technology,
MATS University
Raipur, India

Abstract: To accomplish the work, the need of internet either through wired or wireless network is increasing nowadays. While using wireless network i.e. Wi-Fi, many issues are arising related to speed due to which the speed of transmitting data goes relatively slow as many devices gets connected. To remedy this, Harald Hass invented technology named Li-Fi which he terms as Data through Illumination, where the data is transferred through an LED bulb which is 1000 times faster than Wi-Fi. This technology has now become the part of VLC as this technology is performed by using white LED light bulbs.
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1. INTRODUCTION

One of the most important activities in the current time of this fast moving world is transfer of data and information. As we need faster transfer of data, we can’t avoid Wi-Fi in today’s world. Though Wi-Fi is providing benefit by giving access to many devices and transferring the data at a high speed, it also turns up as a drawback of it. As the various types of devices such as I pads, computers and many more are frequently increasing day by day, the limited bandwidth leads to the reduction in the speed of the data transfer. So to overcome this problem Li-Fi technology was introduced by Harold Hass to transfer the data at a high speed using VLC(Visible Light Communication). Well to simplify it more clearly, this technology can be thought of as a light based Wi-Fi. No one would have ever imagined that this invention will be used not only to illuminate the houses but also to transmit the data at a high speed.

2. Li-Fi DESIGN

The architecture of Li-Fi consists of many LED lights, bulbs and lamps with many wireless devices such as cell phones, idea-pad and other devices supporting internet on it. Important constituents that need to be considered while the designing of Li-Fi are as follows: [2]

Figure 1. Li-Fi Bulb [1]

Figure 2. Architecture of Li-Fi[2]
3. WORKING OF Li-Fi

Before describing about the working of Li-Fi, we need to know the requirement of Li-Fi. Dynamically as the lifestyle is developing in respect to the time, the need of using the internet is also increasing. As the usage is incrementing day-by-day, the performance of Wi-Fi is degrading as many types of devices get connected at a time which reduces the speed and power of it. To surmount this problem, Li-Fi technology was introduced which is basically implemented using LED lights. It renders logic that if LED is on then it transmits a digital signal 1 and if LED is off then it transmits a digital signal 0. The large bright LED lights can be switched off and on very rapidly or say quickly which gives nice opportunities for transmission of data through light [3].

Therefore all that is required is some LED lights and a controller that code the data into those LEDs [2]. The information encoding is possible in lights by monitoring and identifying the rate variance which all depends on the flickering of LEDs i.e. on and off to code the data accordingly which will pass binary strings i.e. 0s and 1s [5]. On one corner there will be a light emitter i.e. the LED and a photo detector i.e. a light sensor that converts light into current which helps in transferring the information with more accuracy. To define it more clearly, by regulating the data signals in the form of lights, the LED bulbs can be referred to as a communication source. The bandwidth is comparatively 1000 times more in size which makes it easy in transmission of data with different data channels at high speed. Adding up an advantage that these visible lights are not harmful to vision which is therefore a necessary part of the infrastructure and is easily available and accessible [9].

Therefore LED lights are preferred in working with Visible Light Communication (VLC).

VLC is the wireless technology for next generation that uses light emitting diodes (LEDs) that offers multiple roles of illumination as well as data transmission. Usage of fast pulses of light is there which helps in transmitting information wirelessly. Data like audio, video and other types of data can be transmitted at a high speed using LED lights. It can be said as a data communication medium that uses visible light between 400 THz (780 nm) and 800 THz (375 nm) that act as an optical carrier for data transmission and illumination. The use of fast pulses of light helps in transmitting information wirelessly [8], [9].

The major constituents of VLC are firstly the LEDs that is an essential element to be used and secondly the photodiode i.e. the photo detector that senses light and converts the light into current which helps in transferring the information with more accuracy. To define it more clearly, by regulating the data signals in the form of lights, the LED bulbs can be referred to as a communication source. The bandwidth is comparatively 1000 times more in size which makes it easy in transmission of data with different data channels at high speed. Adding up an advantage that these visible lights are not harmful to vision which is therefore a necessary part of the infrastructure and is easily available and accessible [9].

Therefore LED lights are preferred in working with Visible Light Communication (VLC).
4. ADVANTAGES OF Li-Fi

Li-Fi technology is basically based upon LED lights for the transmission of data through illumination effectively and efficiently. Any kind of information like movies, games, images and many more can be downloaded in a very less time. By providing benefits for this technology, the justification of the superiority of Li-Fi over Wi-Fi is defined below:[11]

a. CAPACITY

The bandwidth of light is 1000 times wider than the radio waves bandwidth which enables the transfer of data effectively.

b. EFFICIENCY

Efficiency in terms of light refers to the minimum utilization of energy consumed by LED lights which is also cheaper and efficient.

c. AVAILABILITY

Presence of light means Li-Fi is available but for more efficiency in this technology if LED bulbs will be set then there will be proper transmission of data.

d. SECURITY

Unlike Wi-Fi, light waves cannot get across through walls so no worries of getting misused.

e. BANDWIDTH

The vast bandwidth provides easy transmission of data and as the visible light is license free it is free to use.

f. LOW COST

As this technology consists of very few components so it is cheaper comparatively.

g. FREQUENCY

Radio waves have lower frequency i.e. longer wavelengths due to which it consumes a lot more time when multiple devices get connected to it whereas light waves with higher frequency and shorter.

5. LIMITATION OF Li-Fi

- The major drawback of this technology is that the waves can’t pass through objects or penetrate through walls which results in data loss while transmission of data. If the receiver is unknowingly blocked anywhere then the signal gets immediately cut off.
- Another major cause regarding reliability and network in the path of transmission is the interruption of external sources that maybe sunlight, normal bulbs or any interruption. This interference causes disturbance in the communication as Li-Fi works on direct line of sight.
- Harald Hass says that the need of Wi-Fi is still required as light bulbs can’t be available everywhere. We can’t have a light bulb that renders high speed data to the moving object or provide data in any remote area that have many obstacles like walls, huts and so on.[3]

6. COMPARISION BETWEEN Li-Fi and Wi-Fi

As the problem defined above that due to the heavy traffic and connection of many devices only to a single router the speed of Wi-Fi degrades. To justify the need of Li-Fi, a comparison is below with some base points to distinguish: [12, 13]

a) Capacity

The data is transmitted through radio waves having a limited bandwidth which is also highly expensive. With this fast moving world the new technologies are developing like 3G, 4G due to which we are running out of spectrum.

Figure 5. Visible Light Spectrum [14]

Figure 6: Relation between Wavelength and Frequency [15]
Whereas in comparison with radio waves bandwidth, the light waves bandwidth are 1000 times wider than it which provides a broader spectrum for data transmission.

**b) Congestion**

As more and more devices get involved for data transmission through Wi-Fi, the complication increases and therefore it results in the degradation of speed which shows dull performance of this technology. But talking about Li-Fi, as there is direct line of sight the availability of LED light is everywhere so there is no problem in the number of devices getting connected.

**c) Security**

Wi-Fi uses radio waves which can pass through any object. These waves can be intercepted and can be used which is a security issue whereas Li-Fi doesn’t offer this opportunity to the intruder as the light waves cannot penetrate through objects.

**d) Availability**

Due to the radio waves that are used in Wi-Fi, the cell phones are restricted in some areas like aircraft and petrol pumps whereas there are no such restrictions with the light waves. It is available in any area.

**e) Speed**

According to the standard 802.11a, Wi-Fi provides communication rate of 54mbps which can be extended with the available techniques up to 1gbps.

While Prof. Harald Hass has already exhibited 3gbps on a single color. The speed can be extended up to 9gbps if there will be full color i.e. RGB on a single LED. These LED lights offer a lot more potential for wireless connectivity.

7. **AREAS WHERE Li-Fi IS A NEED**

Li-Fi technology can be implemented in those areas where it is a need. The areas where the radio waves are restricted as it is harmful to humans and those areas where radio waves doesn’t work because it creates hazardous impact, light waves can be a superman in those areas. Pointing out some areas where this technology is a necessity:

1. Petrol pumps and petrochemical plants: Radio waves are strictly restricted
2. Education system: For high speed so that multiple devices can access it at a time.
3. Aircraft: Radio waves doesn’t work here
4. Underwater applications for military operations: For secret operations to be carried out with no fear of getting snapped.
5. Street lamps: For free access
6. Hospitals: For medical purpose as radiation can be dangerous to the patients.
7. Traffic System: To control traffic.

8. **FUTURE AND FURTHER ADVANCEMENT**

Though the speed offered is 3gbps on a single LED with a single colour, but future enhancement can be made in the speed by using full colour i.e. the mixture of red, blue and green in a single LED or different LEDs with different colour which will provide a variance in light's frequency. Along with it, the mixture of RGB will give the opportunity to alter the frequency of light with each frequency encoding a different data channel. Moreover, an array of LED lights can be used for parallel transmission of information which will result in rapid transmission with less or no traffic because of its extreme high speed [9]. Adding up more yes we are ready for Li-Fi as all the constituents are available and all the procedure just it has to be put together and needs to be implemented. Li-Fi is the future technology for next generation.

9. **CONCLUSION**

With the rapid increase in technologies and development of new devices that require connectivity is in the need of high speed with efficiency and effectiveness which Wi-Fi technology’s sluggish performance is making it down. Li-Fi technology appears as an alternate solution to the problems faced with radio waves by providing higher frequency, high speed and proper transmission of data with security. It can’t be said as a replacement of Wi-Fi technology as need of Wi-Fi is still there but the areas where Wi-Fi is not supported, this new technology will overcome those limitations and will act as a dissolvent to it.
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1. INTRODUCTION
Opinion generated for multiple levels of users are a challenging issue in an interactive opinion generation system. The question level based opinion generation system helps to generate opinions with intelligence. Some of the related works generates opinions directly from the set of reviews. But here the system generates opinions according to the level of question asked by the user. It uses lexical driven algorithm to find the semantic relation between the sentences and also make use of knowledge bases to make the system intelligent by learning.

The system collects reviews from different sites as similar to other opinion generation system but it also learns the system in order to answering different levels of questions. It also perform sentiment analysis and ranking to the collected reviews [1]. System performs parsing technique in order to identify the keyword that strongly represents the question. Then it performs depth value calculation. Based on the value, system retrieves related opinions and presents it to the user.

System first analyzes the question asked by the user. Then it performs appropriate keyword identification and depth calculation. This function can be accomplished by using the lexical driven algorithm. Lexical analysis classifies the sentence in to tokens or group of characters, which helps to identify the keywords easily from a sentence. After question analysis and keyword identification, the system generates appropriate opinions for the user.

System uses transformation based classification for learning the system. Thus it helps to make the system intelligent. Usually the transformation classification starts with simple solutions and then its process like a cycle. It ends up when no more transformation is possible.

2. RELATED WORKS
Automatic expressive opinion generation system helps to generate expressive opinions rather than simple and common opinions [1]. This system generates expressive opinions for enjoyable conversation. It takes opinions from reviews and ranked them. It also performs sentiment analysis to classify the opinions into positive and negative opinions. Uniqueness of generated opinion is based on adjective frequency.

Topic relevance based opinion generation [2] focuses on the problem of searching opinions over general ideas. It applies ranking to documents which contains individual opinions. From the ranked documents opinions are retrieved.

Micro opinion generation is an unsupervised approach [3]. It deals with generating concise summary of opinions with maximum of 2 to 5 words. Since the opinions provided as summaries or small content, it helps the user to easily understand the generated opinions. Major idea is to use existing words in original text to compose meaningful summaries.

OPINE is a novel method for mining reviews in order to build a model with product features. It is an unsupervised information retrieval system and it uses relaxation labeling as the key concept [4]. It extracts the noun phrases from reviews and retains the nouns whose frequency greater than threshold value.

The talent to detect expected or valuable things is called serendipity. Wikipedia forms a graph like structure consists of article nodes and category nodes [5] called triplets. This uses supervised data for processing.

MONEA is efficient development platform architecture for multi functional robots. Firstly, it embodies the meta architecture for networked-robots. Secondly, it provides some development models. Finally, it doesn’t require heavy weight middleware [6].

Speech based interactive information system is basically a question answering system. System works in two modes [7]. When user asks a question, it switches to retrieval/QA mode and generate answers. Otherwise it works in system recommendation mode.

Schema is a multi party interaction human robot [9]. System consists of multi user tracking and fusion module, multi party dialogue manager and virtual human and robot control module. Opinion mining deals with extracting required data or information from large dataset, it can be a web. Sentiment analysis classifies the opinions into positive or negative polarities [8].
3. OPINION GENERATION SYSTEM

Automatic expressive opinion generation system is used to produce enjoyable conversations rather than simple or common sentences. In order to make deeper knowledge about the question, the system uses lexical driven algorithm and machine learning concepts in it. Opinion generation is a classic Natural Language Processing (NLP) problem. The opinion generation system also needs to be intelligent in order to realize the question and to generate suitable opinions for the question.

3.1 Classes, processing and context of questions

Question classes can be of different types such as factoid typed questions, non-factoid typed questions and some questions may need deeper knowledge in order to answer it. Question processing deals with the understanding of the questions or semantics of the questions given by the user. It also needs to understand the context of the questions before processing it.

3.2 Opinion extraction and formulation

Opinion extraction is basically depending on the level of question asked by the user. Simple extraction may be enough for certain questions. It may want the partial answers to be extracted from various sources and combine them. At the same time, also needs to make the results of the opinion generation system to be as natural as possible.

System uses a Transformation-Based Learning (TBL) algorithm to induce rules from the training data. TBL is a technique used to learn the system by providing set of rules that converts simple solutions into all possible set. Rules are expanding by using rule sets. The algorithm greedily selects the rule that reduces the error rate the most. The system uses a parser, which shows the structure of the English Sentence and also performs deeper logical analysis. It can be used for relation extraction, where semantic relationships between the words are extracted. It is also responsible for keyword extraction, which extracts the important

4. ARCHITECTURE

The system receives user questions as input. Then it performs question and topic analysis in order to produce appropriate answer for the question.

System uses pattern based extraction of words for deeper knowledge about the question with the help of lexical driven algorithm and transformation based learning.

It also uses certain hypothesis to generate rules and to make the system more intelligent. Finally the system generates appropriate opinion for the question.

System can also perform additional opinion generation by using the reviews and the uniqueness of the opinions. These can be determined by the adjective frequency of the sentence as in automatic opinion generation systems [1].

Knowledge bases and data sources are used for generating opinions. Knowledge base is trained by using some set of rules, so that the system can give intelligent answers for different level of questions.

Architecture mainly consists of three modules: question analysis module, keyword identification and depth calculation module and opinion generation module.

4.1 Question analysis module

In the question analysis module, system analyzes the question asked by the user. Then it splits the question into different parts in order to identify the keywords in the questions.

Question analysis module also identifies whether the question belongs to factoid or non factoid type[1].

4.2 Keyword identification module

Keyword identification and depth calculation module first analyze the words in the question. Then by using lexical driven algorithm, it finds the semantic relation between the words and thereby identify the keywords from the question. Then it performs the depth calculation of the corresponding keyword and stored this value in the database for opinion retrieval.

4.3 Opinion generation module

Opinion generation module first search the opinions for corresponding questions in database and knowledge base based on the depth value of the keywords. So that the system can give opinions for different level of questions. It also uses transformation based classification for training or learning the system. Based on the depth of question, system generates appropriate opinions and output it to the user.

5. EXPERIMENTAL RESULTS

Experiments are conducted on Intel Core i3 processor with CPU of 2.40GHz. Data are extracted from different review sites. 14000 sentences are extracted from 20000 reviews. Comments to posts are not considered. To avoid mistakes done by sentence tokenizer, the length of the sentence must be < 200 characters.

Opinion generation systems are meant for generating opinions to users for their question. But most of the systems don’t care about the satisfaction of the user. Satisfaction of the user can be
measured in many ways. Most preferable way is to measure the acceptance of opinion and response time of opinions. The most important consideration for question level based opinion generation system is that whether they capable of providing opinions for complex or intelligent question also. Question level based opinion generation system shows better performance in terms of acceptance of sentence and response time.

5.1 Acceptance of opinions
Most of the opinion generation system faces a problem for providing acceptable opinions that requires some knowledge. The problem is how to find the exact meaning of the question. This system solves this problem by identifying the keywords from the question. It also calculates the depth value for the keywords, so the system can easily understand the meaning and can provide more acceptable opinions. Question level based opinion generation system produces more acceptable sentences. It uses learning techniques in order to retrieve and update the knowledge. So the system can produce more appropriate and context relevant sentence as output.

![Figure 2: Acceptability of opinion](image)

For measuring the performance of acceptability, plot a graph with number of questions in x-axis and acceptability of sentence in y-axis. Number of questions asked by the user can vary from 0 to any number. System shows better performance in any type of question, that is for factoid and non factoid typed questions.

System also checks whether the opinions given to the user is satisfied or not. It also provides better acceptable sentence even for intelligent questions.

Thus the system provides more acceptable opinions for any type of questions and any number of questions.

5.2 Response time
The response time of the system is directly related to the complexity of the sentence. As level of question becomes difficult, it may take more time to generate the opinions. Question level based opinion generation system shows better results even for complex questions. In general opinion generation systems, it feels difficulty to provide opinions within specified time. So this may reduces the efficiency of the system and thus affect the users satisfaction.

![Figure 3: Response time of opinions](image)

The response time of opinions can be measured by plotting number of questions on x-axis and response time in seconds on y-axis of a graph.

Here the number of questions can be varied from 0 to any number and to any level of question. The response time is plotted in seconds.

The obtained graph shows that the system gives answers for any number of questions within a short period of time (within seconds). System provides opinions within seconds even for different level of questions (for factoid, non factoid or complex questions).

Thus the question level based opinion generation system shows better performance in case of acceptability of opinions and response time of opinions. System also provides more accurate results as output.

6. CONCLUSION AND FUTURE SCOPE
Question level based opinion generation system is a type of web based opinion generation system which answers to a user query based on the level of question. The system shows an improved level of intelligence by understanding the depth of question and answering it correctly to the expected level of user. System is tested on a varying level of sample questions normally asked by the users. The generated opinions will be
helpful for the user to obtain suitable knowledge. It also performs depth value calculation of words in order to find the semantic relation between the words. This opinion generation system generates meaningful opinions by processing the meaning of the question and related data. In future, it can generate audio based opinions as output.
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Abstract: Exclusion of opinion targets and words from online reviews is an important and challenging task in opinion mining. The opinion mining is the use of natural language processing, text analysis and computational process to identify and recover the subjective information in source materials. This paper propose a Supervised word alignment model, which identifying the opinion relation. Rather than this paper focused on topical relation, in which to extract the relevant information or features only from a particular online reviews. It is based on feature extraction algorithm to identify the potential features. Finally the items are ranked based on the frequency of positive and negative reviews. Compared to previous methods, our model captures opinion relation and feature extraction more precisely. One of the most advantages that our model obtain better precision because of supervised alignment model. In addition, an opinion relation graph is used to refer the relationship between opinion targets and opinion words.
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1. INTRODUCTION

Growth of web 2.0 huge number of user generated data is present on web as blogs, reviews, comments etc. This data involves user’s opinions, sentiments towards particular product, topic, event, news etc. An opinion mining refers to the use of natural language processing to extract the subjective information from source materials. Opinion mining includes opinion feature which is used to specify an attributes of an entity on which consumers state their views and opinions.

Others opinions can be crucial when it’s time to make a judgment or choose among numerous options. Sentiment analysis is the computational study of people’s emotions. Given a set of documents D that contain or sentiments about an object, opinion mining aims to extract attributes and means of the object that have been commented on in each document d ∈ D and to evaluate the comments are positive, negative or neutral. This fascinating problem is increasingly important in business and society. It has loads of research challenges but promises approaching helpful to anyone interested in opinion analysis and social media analysis. Humans are objective creatures and opinions are significant. Being able to interact with customers, has many advantages for information systems.

Textual information in the world can be broadly classified into two main categories, subjective and objective. Facts are objective statements about entities and events in the web. It also makes it difficult for the producer of the product to keep track and to supervise customer opinions. For the manufacturer has an additional difficulty because lots of commercial sites may sell the similar product and the manufacturer normally produces many kinds of product. To extract the opinions from online reviews, it is unsatisfactory to obtain the overall sentiment about a particular product. That is an opinion has a positive and negative orientation. For Example:

“...stunning design and big boost to Core i7 but poor battery life...”

At this point an opinion about the laptop consisting positive opinion as “stunning design and big boost to core i7” and negative opinion as “poor battery life”

An opinion target is the object about which users express their opinion typically noun or noun phrase, in the above example design.corei7. and battery are the three opinion target. An opinion word is defined as the words that are used to express the users opinions. In the above example stunning, big boost and poor are the opinion words.

Rather than sentiment analysis and feature extraction proposed method mainly focused on Topical relation. That is extracting the current interest or relevance or pertaining or dealing with matters of current or local interest. This means that

2. RELATED WORKS

Lots of studies have paying attention on the task of opinion target and opinion word extraction[1], [2], [5], [6]. General textual inspection uses part of speech (POS) information (for example, nouns, adjectives, adverbs, and verbs) as a basic form of word-sense description. Some adjectives are good indicators of emotion and guide feature assortment to categorize the sentiment. Also, selected phrases elected by pre-specified POS patterns, usually including an adjective or adverb, help detect sentiments.

Pang and Lee [8] presented survey on sentiment analysis and opinion mining. So as toward survey they explained opinion oriented information right of entry, challenges, opinion categorization and summarization. Many researchers used machine learning methods for emotion examination [3] [4] [7] that involve guidance of classifier on datasets and use the skilled model for new document classification. Some authors optional another method such as dictionary of word lexicons [6].

Qiu et al. (2009,2011) proposed a Double Propagation technique [5] to explain a domain sentiment lexicon and an view target set iteratively. They exploited direct relations between words to extract opinion targets and belief words iteratively. The main limitation of Qiu’s technique is that the patterns based on dependency parsing tree may introduce many noises for the great corpora (Zhang et al. 2010).
Oppressed syntax information [6] to extract opinion targets, and calculated some syntactic patterns to capture the opinion relations among words. The experimental consequences showed that their technique performed better than that of [5].

3. SYSTEM ARCHITECTURE

The opinion mining refers to the use of natural language processing, text analysis and computational linguistics to recognize and take out subjective information in basis resources. Opinion mining is generally useful to reviews and social media for a diversity of applications, ranging from marketing to customer service. As of the customer viewpoint, bearing in mind others opinions before purchasing a product is a common performance extended before the survival of Internet.

Rather than feature classification we focused on Topical Relations. In Topical Relation [1] extract the relevant features only from a particular product from online reviews. We first classify the sentences as opinions or facts and then we will examine only the subjective sentence thus improving performance. Also, we would add a smart crawler component so that all the relevant information from various web pages in a website is automatically crawled and extracted upon providing a URL and certain conditions. We determine the relationship between opinion targets and opinion words. We take all nouns are opinion targets and all adjectives are opinion words. An Opinion relation graph is used to refer the relation between opinion targets and opinion words. To model this process, construct a bipartite graph. A bipartite graph (or bigraph) [1] whose vertices can be divided into two disjoint sets \( U \) and \( V \) (that is, \( U \) and \( V \) are each independent sets) such as opinion targets and opinion words that every edge connects a vertex in \( U \) to one in \( V \).

The opinion mining tasks can be widely categorized based on the level at which it is done with the various levels being namely.

a. The document level

b. The sentence level

c. The feature level.

a. The document level

At the document level sentiment categorization of documents into positives and negatives. Which is done with the assumption made that each document focuses on a particular object and contains opinion from a single opinion holder.

b. The sentence level

At the sentence level, recognition of opinionated sentences amongst the reviews is done by classifying data into objective and subjective. Subsequently, sentiment classification of the sentences is done moving each sentence into positive, negative based on Naive bayes classifier.

c. The feature level.

At the feature level, diversity of tasks that are looked for identifying and extracting features from view. After that determining whether the opinions on the features are positive. At last grouping feature synonyms and producing a feature-based opinion summary of multiple reviews/text.

In Topical Relation extract the relevant features only from a particular product from online reviews. We first classify the sentences as subjective (opinions) or objective (facts) and then we will analyze only the subjective sentences thereby improving performance. Also, we would add a smart crawler component so that all the relevant information from various web pages in a website is automatically crawled and extracted upon providing a URL and certain conditions.

3.1 The Feature Extraction Algorithm

The algorithm wished to recognize potential features is called the Feature Extraction algorithm [9]. The idea behind the algorithm is that the nouns for which customers express many number of opinions are most likely to be the important and unique features than those for which users don’t state such opinions. This algorithm takes an input is the list of adjectives which are used to express opinions. Pre-processing of words together with removal of stop words. Each and every sentences are parsed using Stanford Parser, then assign a Parts Of Speech (POS) tags to English words based on the context in which they appear.

4. EXPERIMENTAL EVALUATION

Consumers can place reviews on web communities, blogs, twitters, product’s web site and these comments are called user generated contents. So huge number of data available freely in various websites. We experimented with different reviews on data set in order to measure several parameters of our system. More specifically, we performed three different sets of experiments. In the first line of experiments, we evaluated the performance of our opinion-based feature extraction algorithm, as compared to simple word count algorithms. Naive bayes classifier is used to correctly classifying reviews as positive or negative.

We conducted our experiments using the customer reviews of electronics products such as Iron Box , Mobile Phone, Trimmers etc. The reviews are collected from the e-commerce site like Snapdeal.com and ebay.com. For each review, download the first reviews say 100 or 200 . Then Feature Extraction Algorithm is used to extract the product features and
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also separate the opinion targets and the opinion words based on the word alignment model. By identifying the opinion targets we can detect whether the sentence is positive or negative. By using topical relation, we can extract the relevant information or features only from a particular product from reviews.

TABLE 1 Review Data Set

<table>
<thead>
<tr>
<th>Data Items</th>
<th>Reviews</th>
</tr>
</thead>
<tbody>
<tr>
<td>Iron Box</td>
<td>This is a very good and light weight press, very good and attractive look.</td>
</tr>
<tr>
<td>Mobile Phone</td>
<td>High performance, Poor Battery life, High Resolution, etc.</td>
</tr>
<tr>
<td>Trimmers</td>
<td>Stunning Design, awesome product, It is worth to money and good performance, etc.</td>
</tr>
</tbody>
</table>

We select the review datasets for Iron Box, mobile phone, Trimmers. Reviews are first segmented into sentence, next sentence are tokenized using standard NLP tool. By analyzing the datasets we can separate the opinion targets. Measuring the performance of the product based on the positive and negative opinion targets. In Fig 2, shows the performance evaluation of Digital camera, Mobile phone and laptops on various years. In Fig 3 Topical Relation, we can detect the performance of a particular features from particular products.

We can rank the products based on the customer reviews. By considering the Mobile phone, have positive and negative opinions. Fig 4 and Fig 5 showing the positive and negative ranking respectively.

There have lot of positive recommendations of the value of reviews for ecommerce, that the case doesn't really need to be made anymore. Fairly simply, user reviews increase conversions. They can eliminate any doubts possible customers may have about a product. In Fig 4, shows that positive ranking of the mobile phone and Trimmer. Here 75% of reviewers say that the positive opinion about the memory of phone and 18% of pixel intensity and remaining reviews about the resolution of the phone. In case of Trimmer, 55% of reviewers say that positive opinion about the attraction of trimmer and 33.3% of weight and 22% is about the battery life of a trimmer.

![Positive Ranking of a Phone](image1)

**Figure 4. Positive Ranking**

When purchasing items online, reading customer reviews is a suitable way to get a real account of other people’s opinions of the product. Negative reviews that are set by a politeness-factor can actually help sell the item. In Fig 5, shows that negative ranking of the mobile phone. Here 25 of peoples say that the negative opinion about the memory and 76% of about pixel intensity and the remaining about the resolution of the phone. In case of Trimmer, 25% of reviewers say that negative opinion about the attraction of trimmer and 7% of weight and 68% is about the battery life of a trimmer.
5. CONCLUSIONS

Opinions are the unique type of information which is different from facts. Joint information has spread all through the Web, particularly in areas connected to everyday life, like e-commerce. Despite significant progress, however, opinion mining and sentiment analysis finding their own voice as new fields. This paper propose a Supervised word alignment model, which identifying the opinion relation. Rather than this paper focused on topical relation, in which to extract the relevant information or features only from a particular online reviews. Finally the items are ranked based on the frequency of positive and negative reviews. We first classify the sentence as objective or subjective and then we analyze the adjectives or nouns thereby improving the performance. Compared to previous methods, our model captures opinion relation and feature extraction more precisely.
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Abstract: Distributed digital artifacts incorporate cryptographic hash values to URI called trusty URIs in a distributed environment building good in quality, verifiable and unchangeable web resources to prevent the rising man in the middle attack. The greatest challenge of a centralized system is that it gives users no possibility to check whether data have been modified and the communication is limited to a single server. As a solution for this, is the distributed digital artifact system, where resources are distributed among different domains to enable inter-domain communication. Due to the emerging developments in web, attacks have increased rapidly, among which man in the middle attack (MIMA) is a serious issue, where user security is at its threat. This work tries to prevent MIMA to an extent, by providing self reference and trusty URIs even when presented in a distributed environment. Any manipulation to the data is efficiently identified and any further access to that data is blocked by informing user that the uniform location has been changed. System uses self-reference to contain trusty URI for each resource, lineage algorithm for generating seed and SHA-512 hash generation algorithm to ensure security. It is implemented on the semantic web, which is an extension to the world wide web, using RDF (Resource Description Framework) to identify the resource. Hence the framework was developed to overcome existing challenges by making the digital artifacts on the semantic web distributed to enable communication between different domains across the network securely and thereby preventing MIMA.

Keywords: Digital artifacts, man in the middle attack(MIMA), semantic web, RDF, trusty URI.

1. INTRODUCTION

With the ascend of credit cards, contactless payments & crypto currencies people have been predicting the end for physical money for nearly 60 years. Over the past decades, researchers have confirmed that there is only 9% of physical money with men and the rest is invested via internet, as technology has made work easier, which can be done from anywhere at any time. And here comes the relevance of this system to provide security for data in web, which is one among the greatest challenges currently raised. The solution for this is the distributed digital artifact system, which prevents the relevant man in the middle attack to an extent by ensuring verifiability and reliability.

The system consists of a coordinator process, to manage the domain which is assumed to be trusted. Seed generator is used to connect server in a domain which want to part of the semantic web publication, through which index of reference tree is built in multiple domain. Hash value will be calculated and Base 64 encoding is done. It is then published on the interface once the RDF encoding has been generated. On users request for service at the server, the server in turn connect to other server which has the required resource and the document is delivered to the client if the right access is satisfied followed by Base 64 decoding.

The rapid development of online payments, e-commerce sites, netbanking etc. made human work much easier, where they can do everything sitting at home on a button click. Due to these emerging developments website attacks have increased rapidly, where user security is at its threat. Among websites attacks man in the middle attack (MIMA) is a serious issue, where a malicious actor places himself into a conversation between 2 parties to access the information that they have send to each other. This work tries to prevent MIMA to an extent, by providing self reference and trusty URIs even when presented in a distributed environment. Any manipulation to the data is efficiently identified and any further access to that data is blocked by informing user that the uniform location has been changed.

Fig.1 Man In The Middle Attack

2. RELATED WORKS

Lots of research are going on in the task of making digital artifacts on the web verifiable and reliable[1], [3], [5] ,[6]. In [1] authors suggest a module wise approach to make documents on the web correct, unmodified and always made available. The system makes use of trusty URIs[2] including hash values to identify modified input, which returns a totally changed value, even when slightly changed.

Nymble [2] is a system in which servers blacklist misbehaving users and blocks them. Websites use a seed for each nymble for blacklisting users, which in turn links future
nymbles from same user. It’s a comprehensive credential system which maintains the privacy of blacklisted users.

Tobias Kuhn and Michel Dumontier in [3], a mechanism to incorporate cryptographic hash values in URIs was proposed. It was used to make the entire reference trees verifiable. The modular architecture used improves reliability and efficiency of tools.


In [5] a decentralized approach to circulate, access and storing of data is considered. It propose a web based bottom-up process allowing researchers to publish, retrieve data in a reliable and trustworthy conduct.

Data lineage [7], [8] is used for checking data correctness. It describes data origin, how its extracted and its modification over time.

### 3. SYSTEM ARCHITECTURE

In centralized digital artifact system, when users request for service it will be fetched from the RDF stored in the central server and delivered. In semantic web which uses self-reference the verification occurs between a single central server and different URNs resulting in just a reference tree as output.

But in distributed digital artifact system, resources are distributed among different domains and each domain can communicate with each other. Here resources will not be stored in central server, rather will be distributed, and requests from users will be passed between different domains for processing. Here cross site verification is possible between different domains resulting in a complete forest as output. In distributed environment RDF is automatically generated which ensures efficiency of the system whereas in the other its externally generated which is a drawback consuming more time.

The system consists of different domains, which will be managed by coordinator process. Seed generator is used to generate a number for unique identification of multiple domains in a distributed environment. The resources will be distributed among multiple domains where they can communicate with each other. Hash value of a particular cited document will be calculated [8] and Base 64 encoding [1] is done. It can then be published on the interface once the RDF encoding has been generated. On users request for service at the server, the server in turn connect to other server which has the required resource and the document is delivered to the client if the right access is satisfied followed by Base 64 decoding.

Trusty URIs [1] will end with a hash value encoded in Base64 notation, which can be a typical ASCII character (A-Z or a-z), any digit (0-9), a hyphen (-) or an underscore (_). All trusty URI will end with no less than 25 Base64 characters. The artifact code, whose first character represent type and second character version representing module identifiers which are followed by data part, which holds a hash part.

http://localhost:8080/r1.RA5AbXdpz5DcaYXCh913e19nuBosiL5XDU3rxBbBaU070

From the above example, localhost:8080/ represents self-references, resources that holds within, their own trusty URI. The whole thing that follows r1. is the artifact code. Its first character R recognize the module indicating its type and second character A specifies the version. The left behind 43 characters represent the real hash value.

The system consists of a server process which manage the various domains. The RDF generator process is responsible for generating metadata for the uploaded data in the session. Centralized and distributed storage of document/data is controlled by a storage process. Hashing make sure that data is integrated and encoding is employed for secure traversal of hash value. Client process verify the integrity of the document on the arrival at client side.

![Fig.2 System Architecture](image)

The modules of the proposed system can be broadly classified into the following namely,

a. Seed Generation
b. Distributed Communication
c. File Content Access
d. RDF Access
e. RDF Transferral
f. Client Request Processing

a. Seed Generation

Seed is a sequence of randomly generated number, providing unique id. A lineage algorithm [7] is employed. Whenever a domain is registered with the distributed system, its corresponding storage id is created which will be further used for its unique identification. Each domain will be linked to a seed, using which one domain will be connected to the other. Seed generator is used to connect server in a domain which want to part of the semantic web publication, through which index of reference tree is built in multiple domain.

On each user request, domain verifies seed to identify the site of the requested document to be delivered. Distributed network connects its different domains to each other where users can publish, retrieve and replicate documents distributed through the network.

b. Distributed Communication

Here each domain is free to communicate with each other, since the index of reference tree is built in multiple domain. A document can cite other publisher in a distributed environment. Each domain can post their publication to another domain or even to themselves. The domain to which posted can either approve or reject the document. But it requires no validation if posted to themselves. If approved its RDF [10] is automatically generated, and the document is published on the interface, accessible to all others across the network and if rejected its corresponding entry will be deleted. A domain himself acting as an attacker can sabotage the entrusted document given upon trust. But even presented in a distributed environment enabling inter-domain communication, the system ensures security to the document making digital artifacts on the web verified and trustworthy using trusty URIs and prevents MIMA attacks.

c. File Content Access

At FA, using SHA-512 hash generation algorithm [8] hash value is calculated, to which after appending two zero-bits are converted to Base64 notation generating trusty URN and complete trusty URI.

d. RDF Access

At RA, supports multiple graphs which works on RDF content. It allows self-references, resources that contain their own trusty URI. For Unicode characters a SHA-512 is generated in UTF-8 encoding, append two zero bits and is finally converted to Base64 notation.

e. RDF Transferral

At RB, trusty URI represents single RDF graph. Similar to RA, hash value is calculated for Unicode using SHA-512 in UTF-8 encoding and is transformed to Base64 notation.

f. Client Request Processing

The user request for service (finding, querying, filtering) at the server. The server in turn connect to other server which has the required resource. The connection requesting server has the hash index to verify that they are also in trusted domain. If the right access satisfied, Base64 decoding employed and the document is delivered to the client. Any modification deny further access to that URL, returning an error message informing uniform location has been changed.

Integration or verification of trusty uri is made with the help of RDF meta data, which is machine understandable data. Whenever a domain uploaded the data, its corresponding hash value is included in the rdf tag with another metadata like seed, storage location etc. On browser’s request for the document, the server respond with trusty uri which contain the hash value in the Base64 encoded form. When the document is loaded the client process calculate the hash value and perform matching function to do accept/reject.

3.1 The Seed Generation Algorithm

A lineage algorithm [7], [9] is used to generate a seed which is a randomly generated number for unique identification. Whenever a domain is registered with the distributed system, its corresponding storage id is created which will be further used for its unique identification. Each domain will be linked to a seed using which one domain will be connected to other. On each user request, domain verifies seed to identify the location of the requested content to be delivered. Every first post in each seed will be treated as parent seed which will be followed by child seeds. Each user request will processed from parent seed to childrens. The parent seed is searched using bubble sort, with a complexity of $O(n)$ whereas childrens use quick sort with $O(n\log n)$ complexity. The search is completed with an overall complexity of $O(n\log n)$ which improves the performance.

4. EXPERIMENTAL EVALUATION

Experiments are conducted on Intel Core i3 processor with CPU of 2.40GHz. In order to measure several parameters of the system different data sets were experimented.

Distributed digital artifact system shows high performance than other systems in terms of MIMA detection rate and MIMA prevention rate.

A. MIMA Detection Rate

Man in the middle attack is a type of cyber attack where a malicious actor tries to get information that two parties send to each other. Since humans totally dependent on the internet, MIMA attacks have tremendously increased and preventing them is very essential.
Fig. 3 shows that as years pass by the attacks rapidly increase. It illustrates a comparison between different attacks like virus, trojan horse, phishing and man in the middle attacks and it shows that as years go man in the middle attack (MIMA) is on its hike and detecting MIMA is very difficult i.e., its detection rate has rapidly decreased which shows the relevance of this work.

Fig. 4 shows that MIMA is evidently prevented using this system compared to the existing. It offers security to the data in the semantic web using reference links. On the web, attacker constantly watches user practices and is vigilant of web applications. They always try to impose attacks on the network, by even slightly manipulating any content on the web. The user unknowing of the attack access the data which seems to be same as original and gets exposed to these attacks. Since phishing, online payments, e-commerce sites, netbanking etc. gained wide proliferation nowadays, these type of website attacks are very emerging and has become a serious issue.

5. CONCLUSION

The Distributed digital artifact system for MIMA is where resources are distributed among different domains and each domain can communicate with each other. Unlike centralized system, distributed system gives users possibility to check whether the data have been modified. The relevant man in the middle attack is prevented to an extent by ensuring verifiability and reliability. The system ensures that data published within the system interface cannot be accessed anywhere outside the system, with the use of reference trees providing security at an overall level. Any manipulation to the data is efficiently identified and any further access to that data is blocked by informing user that the uniform location has been changed. Here only man in the middle attack is considered. This can be extended to more attacks.

6. REFERENCES

Hashes”, Internet Engineering Task Force (IETF), April 2013


Educational Data Mining by Using Neural Network

Nitya Upadhyay
RITM
Lucknow, India

Abstract: At the present time, the amount of data in educational database is increasing day by day. These data enclose the concealed information that can lift the student’s performance. Among all classification algorithms, decision tree is most algorithm. Decision tree provides the more correct and relevant results which can be beneficial in improvement of learning outcomes of a student. The ID3, C4.5 and CART decision tree algorithms are already implemented on the data of students to anticipate their accomplishment. All three classification algorithm have a limitation that they all are used only for small So, for large database we are using a new algorithm i.e. SPRINT which removes all the memory restriction and accuracy arrives in other algorithms. It is fast and scalable than others because it can be implemented in both serial and parallel fashion good data replacement and load balancing. In this paper, we are representing a new SPRINT decision tree algorithm which will used to solve the problems of classification in educational data system.
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1. INTRODUCTION:
Data mining is an emergent and rising area of research and development, both in academic as well as in business. It is also called knowledge discovery in database (KDD) and is an emerging methodology used in educational field to get the required data and to find the hidden relationships helpful in decision making. It is basically a process of analysing data from different perspectives and summarizing it into useful information (ramachandram, 2010). Now a day, large quantities of data is being accumulated. Data mining can be used in various applications like banking, telecommunication industry, DNA analysis, Retail industry etc.

Educational Data Mining: It is concerned with developing methods for exploring the unique types of data that come from educational database and by using data mining techniques; we can predict student’s academic performance and their behaviour towards education (yadav, 2012). As we know, large amount of data is stored in educational database; data mining is the process of discovering interesting knowledge from these large amounts of data stored in database, data warehouse or other information repositories:

- Regression
- Artificial intelligence
- Neural networks
- Decision trees
- Genetic algorithm
- Association rules etc.

These techniques allow the users to analyse data from different dimensions, categorize it and summarized the relationship, identified during the mining process (yadav, 2012). Classification is one of the most useful data mining techniques used for performance improvement in education sector. It is based on predefined knowledge of the objects used in grouping similar data objects together (baradhwaj, 2011). Classification has been identified as an important problem in the emerging field of data mining. It maps data into predefined groups of classes (kumar, 2011). Classification is an important problem in data mining. It has been studied extensively by the machine learning community as a possible solution to the knowledge acquisition or knowledge extraction problem. The input to the classifier construction algorithm is a training set of records, each of which is tagged with a class label. A set of attribute values defined each record. Attributes with discrete domains are referred to as categorical, while those with ordered domains are referred to as numeric. The goal is to induce a model or description for each class in terms of the attribute. The model is then used by the classifier to classify future records whose classes are unknown.

Figure 1.1- The cycle of applying data mining in educational system

Various algorithms and techniques are used for knowledge discovery from databases. These are as follows:-

- Classification
- Clustering

2. LITERATURE SURVEY:
A number of data mining techniques have already been done on educational data mining to improve the performance of students like Regression, Genetic algorithm, Bays classification, k-means clustering, associate rules, prediction etc. Data mining techniques can be used in educational field to enhance our understanding of learning process to focus on identifying, extracting and evaluating variables related to the learning process of students.

Decision tree algorithm can be implemented in a serial or parallel fashion based on the volume of data, memory space...
available on the computer resource and scalability of the algorithm. The C4.5, ID3, CART decision tree algorithms are already applied on the data of students to predict their performance. But these are useful for only that data set whose training data set is small. These algorithms are explained below:

- **ID3**

Iterative Dichotomiser 3 is a decision tree algorithm introduced in 1986 by Quinlan Ross. It is based on Hunt’s algorithm. ID3 uses information gain measure to choose the splitting attribute. It only accepts categorical attributes in building a tree model. It does not give accurate result when there is noise and it is serially implemented. Thus an intensive pre-processing of data is carried out before building a decision tree model with ID3 (verma, 2012). To find an optimal way to classify a learning set, what we need to do is to minimize the questions asked.

- **C4.5**

It is an improvement of ID3 algorithm developed by Quinlan Ross in 1993. It is based on Hunt’s algorithm and also like ID3, it is serially implemented. Pruning takes place in C4.5 by replacing the internal node with a leaf node thereby reducing the error rate. It accepts both continuous and categorical attributes in building the decision tree. It has an enhanced method of tree pruning that reduces misclassification errors due to noise and too many details in the training data set. Like ID3 the data is sorted at every node of the tree in order to determine the best splitting attribute. It uses gain ratio impurity method to evaluate the splitting attribute (baradhawaj, 2011).

- **CART**

It stands for classification and regression trees and was introduced by Breiman in 1984. It builds both classifications and regression trees. The classification tree construction by CART is based on binary splitting of the attributes. It is also based on Hunt’s algorithm and can be implemented serially. It uses gini index splitting measure in selecting the splitting attribute. CART is unique from other Hunt’s based algorithm as it is also use for regression analysis with the help of the regression trees (baradhawaj, 2011). The regression analysis feature is used in forecasting a dependent variable given a set of predictor variables over a given period of time. It uses many single-variable splitting criteria like gini index, sym gini etc and one multi-variable in determining the best split point and data is stored at every node to determine the best splitting point. The linear combination splitting criteria is used during regression analysis.

- **SLIQ**

It stands for supervised learning in quies. It was introduced by Mehta et al (1996). It is fast scalable decision tree algorithm that can be implemented in serial and parallel pattern. It is not based on HUNT’S Algorithm for decision tree classification. It partitions a training data set recursively using breadth-first greedy strategy that is integrated with pre-sorting technique during the tree building phase. The first technique used in SLIQ is to implement a scheme that eliminates the need to sort the data at each node of the decision tree. In building a decision tree model SLIQ handles both numeric and categorical attributes (Rissaneenm, 2010). Sorting of data is required to find the split for numeric attributes.

- **PUBLIC**

It stands for pruning and building integrated in classification. Public is a decision tree classifier that during the growing phase, first determines if a node will be pruned during the following pruning phase, and stops expanding such nodes. Hence, PUBLIC integrates the pruning phase into the building phase instead of performing them one after the other. Traditional decision tree classifiers such as ID3, C4.5 and CART generally construct a decision tree in two distinct phases. In the first building phase, a decision tree is first built by repeatedly scanning database, while in the second pruning phase, nodes in the built tree are pruned to improve accuracy and prevent over fitting (Rastogi, 2000).

- **Rainforest**

It provides a framework for fast decision tree constructions of large datasets. In this algorithm, we have a unifying framework for decision tree classifiers that separates the scalability aspects of algorithms for constructing a decision tree from the central features that determine the quality of the tree. This generic algorithm is easy to instantiate with specific algorithms from the literature (including C4.5, CART, CHAID, ID3 and extensions, SLIQ, Sprint and QUEST). Rainforest is a general framework which is used to close the gap between the limitations to main memory datasets of algorithms in the machine learning and statistics literature and the scalability requirements of a data mining environment (Gehrke, 2010).

- **SPRINT algorithm**

It stands for Scalable Parallelizable Induction of decision tree algorithm. It was introduced by Shafer et al in 1996. It is fast, scalable decision tree classifier. It is not based on Hunt’s algorithm in constructing the decision tree, rather it partitions the training data set recursively using breadth-first greedy technique until each partition belong to the same leaf node or class. It can be implemented in both serial and parallel pattern for good data placement and load balancing (baradhawaj, 2011).

Sprint algorithm is designed to be easily parallelized, allowing many processors to work together to build a single consistent model. This parallelization exhibits excellent scalability to the users.

It provides excellent speedup, size up and scale up properties. The combination of these properties or characteristics makes Sprint an ideal tool for data mining.

**Algorithm:**

- Partition (data S)
- If (all points in S are of the same class) then
- Return;
- For each attribute A do evaluate splits on attribute A:
  - Use best split found to partition S into S1 & S2;
  - Partition (S1);
  - Partition (S2);
- Initial call: partition (Training data)

There are 2 major issues that have critical performance implications in the tree-growth phase:

1. How to find split points that define node tests.
2. Having chosen a split point, how to partition the data.

It uses two data structure: attribute list and histogram which is not memory resident making sprint suitable for large data sets, thus it removes all the data memory restrictions on data.
It handles both continuous and categorical attributes. Data structures of SPRINT are explained below:

- **Attribute list** - SPRINT initially creates an attribute list for each attribute in the data. Entries in these lists, which we call attribute records, consist of an attribute value, a class label and the index of the record from which these values were obtained. Initial list for continuous attributes are sorted by attribute value once when first created.

- **Histograms** - Two histograms are associated with each decision-tree node that is under consideration for splitting. These histograms denoted as \( C_{below} \) which maintain data that has been processed and \( C_{above} \) which maintain data that hasn’t been processed. Categorical attributes also have a histogram associated with a node. However, only one histogram is needed and it contains the class distribution for each value of the given attribute. We call this histogram a count matrix. SPRINT has also been designed to be easily parallelized. Measurements of this parallel implementation on a shared-nothing IBM POWER parallel system SP2. SPRINT has excellent scale up, speedup and size up properties. The combination of these characteristics makes SPRINT an ideal tool for data mining (Shafer).

### 3. PRESENT WORK:

Decision tree classification algorithm can be implemented in a serial or parallel fashion based on the volume of data, memory space available on the computer resource and scalability of the algorithm. The main disadvantages of serial decision tree algorithm (ID3, C4.5 and CART) are low classification accuracy when the training data is large. This problem is solved by SPRINT decision tree algorithm. In serial implementation of SPRINT, the training data set is recursively partitioned using breadth-first technique.

In this research work, the dataset of 300 students have been taking from B.tech. (Mechanical Engineering) by considering the input parameters as: - name, reg. no., their open elective subjects also have a histogram associated with a node.

#### Table 3.1: Example of attribute list of dataset

<table>
<thead>
<tr>
<th>Marks</th>
<th>Grade</th>
<th>Rid</th>
</tr>
</thead>
<tbody>
<tr>
<td>72</td>
<td>Good</td>
<td>0</td>
</tr>
<tr>
<td>83</td>
<td>Good</td>
<td>1</td>
</tr>
<tr>
<td>78</td>
<td>Good</td>
<td>2</td>
</tr>
<tr>
<td>91</td>
<td>Good</td>
<td>3</td>
</tr>
<tr>
<td>65</td>
<td>Average</td>
<td>4</td>
</tr>
<tr>
<td>52</td>
<td>Average</td>
<td>5</td>
</tr>
<tr>
<td>43</td>
<td>Average</td>
<td>6</td>
</tr>
</tbody>
</table>

#### Table 3.2: Dataset after applying pre-sorting

*After Pre-sorting:*

subject in 4th sem., midterm marks, end term marks, choice of Open elective subject, polling should be there? Yes or no, suggestion regarding polling: - if yes then why and if no then why? There are 9 OE subjects in B.tech. (ME) and because of limited sheets, most of the students do not get their own choice of subject. It could be effect on their performance in exam. So the output would come out to be how students are performing according to the choice of their preference.

### Objectives of Problem:

The objectives of the present investigation are framed so as to assist the low academic achievers in higher education and they are:-

- Identification of the choice of students in polling system which affects a student’s Performance during academic career.
- Validation of the developed model for higher education students studying in various universities or institutions.
- Prediction of student’s performance in their final exam.

In my proposed work, I am implementing SPRINT decision tree algorithm for improved classification accuracy and reduce misclassification errors and execution time. I have explained this algorithm and then apply serial implementation on it to find out the desired results. I am comparing it with other existing algorithms to find out which will be more efficient in terms of the accurately predicting the outcome of the student and time taken to derive the tree.

### Data structures:

1. **Attribute lists:**

The initial list created from the testing set are associated with the root of the classification tree. As the tree is grown and nodes are split to create new children, the attribute lists belonging to each node are partitioned and associated with the children. The example of the attribute list is:

In sprint algorithm, Sorting of data is required to find the split for numeric attributes. It uses gini-splitting index for evaluate split. Sprint only sort data once at the beginning of the tree building phase by using different data structure. Each node has its own attribute list and to find the best split point for a node, we scan each of the node’s attribute lists and evaluate splits based on that attribute.

#### Histogram:

- Histograms are used to capture the class distribution of the attribute records at each node.

- **Performing the Split:**

  When the best split point has been found for a node, we execute the split by creating child nodes and dividing the attribute records between them. We can perform this by splitting the node’s list into two as shown in figure 4. In our example, the attribute used in the winning split point is Marks. After this, we scan the list and apply the split test on it. Then we move the records to two new attribute list i.e. one for each new child. We have no test that we can apply to the attribute values for the remaining attribute lists of the node to decide how to divide the records. To solve this problem, we work with rids (Shafer).
As we partition the list of the splitting attribute i.e. marks, we insert rids of each record into a hash table to notify that the record was moved in which child. We can scan the list of the remaining attributes and probe the hash table after collected rids. The output then tells us with which child to place the record. Splitting process is done in more than one step, if the hash table is large for memory.

**Finding split points:**

During the process of making decision tree, the goal at each node is to determine the split point that best divides the dataset belonging to that node. The value of a split point depends upon how well it separates the classes. Many splitting have been proposed in the past to evaluate the goodness of the split. We need some function which can measure which questions provide the most balanced splitting. The information gain metric is such a function.

**Measuring impurity:** - we have a data table that contains attributes and class of that attribute, we can measure homogeneity or heterogeneity of the table based on the classes. We can say that a table is pure or homogenous if it contains only a single class. If it contains several classes, then the table is impure or homogenous. There are so many indices to measure degree of impurity. Most common indices are entropy, gini index and classification error.

\[
\text{Entropy} = - \sum_j p_j \log p_j
\]

Entropy of a pure table is zero because the probability is 1 and \( \log (1) = 0 \). Entropy reaches maximum value when all classes in the table have equal probability. For a data set \( S \)

\[
\text{Gini Index} = 1 - \sum_j p_j^2
\]

In the above formula, \( p_j \) is the relative frequency of class \( j \) in \( S \). If a split divides \( S \) into two subsets \( S_1 \) and \( S_2 \), the index of the divided data Gini split(S) is given by the following formula:

\[
\text{Gini split}(S) = \frac{n_1}{n} \text{gini}(S_1) + \frac{n_2}{n} \text{gini}(S_2)
\]

The advantage of this index is that its calculation requires only the distribution of the class values in each of the partitions. To find the best split point for a node, we scan each of the node’s attribute lists and evaluate splits based on that attribute. The attribute containing the split point with the lowest value for the Gini index is then used to split the node. Gini index of a pure table consist of single class is zero because the probability is 1 and \( 1-1^2=0 \). Similar to entropy, gini index also reaches maximum value when all classes in the table have equal probability.

\[
\text{Classification error} = 1 - \max \{p_j\}
\]

Similar to entropy and Gini index, classification error index of a pure table is zero because the probability is 1 and \( 1-\max (1) = 0 \). The value of classification error index is always between 0 and 1. In fact the maximum Gini index for a given number of classes is always equal to the maximum of classification error index because for a number of classes \( n \), we set probability is equal to \( p=\frac{1}{N} \).

- **Splitting criteria:**

  To determine the best attribute for a particular node in the tree we use the measure called information gain. The information gain, \( \text{gain}(S, A) \) of an attribute \( A \), relative to a collection of examples \( S \), is defined as

\[
\text{Gain ratio} = \frac{\text{Gain}(S, A)}{\text{Split Information}}
\]

The process of selecting a new attribute and partitioning the dataset is now repeated for each non terminal descendant node. Attributes that have been incorporated higher in the tree are excluded, so that any given attribute can appear at most once along any path.

4. RESULTS:

The proposed SPRINT decision tree algorithm is implemented in WEKA tool. It contains a collection of visualization tools and algorithms for data analysis and predictive modelling, together with graphical user interfaces for easy access to this functionality. In this, data can be imported in any format like CSV, Arff, binary etc. data can also read from URL or database using SQL. There are various models for classifiers like Naïve Bayes, Decision Trees etc. We have used classifiers for our experiment purpose. In this, the classify panel allows the user to apply classification SPRINT decision tree and other existing algorithms to the data set estimate the accuracy of the resulting model.

![Figure 4.1: Preview after data set imported in Weka](image)

In figure 4.1, Red colour implies that these attributes belong to option A, Blue colour implies that these attributes belong to option B and the green colour means that these attributes belong to option C.
Figure 4.2: Visualizing all Attributes used in URL Classification

Figure 4.3: Classification by Sprint Decision tree

Figure 4.3 shows the comparison among all attributes on parameters like accuracy, true positive rate and false positive rate. The definitions of these terms are explained below:

- **Accuracy**: The accuracy is the proportion of total number of predictions that were correct.

- **True Positive Rate**: The true positive rate (TP) is the proportion of examples which are classified as class x, among all examples which truly have class x, i.e. how much part of the class are captured. It is equivalent to recall.

- **False positive Rate**: The false positive rate (FN) is the proportion of examples which are classified as class X, but belong to a different class, among all examples which are not of class X.

- **Precision**: It is the proportion of examples which truly have class x among all those which are classified as class X.

- **F-Measure**: It is a combined measure for precision and recall defined by the following formula:

  \[
  \text{F-Measure} = 2 \times \text{Precision} \times \text{Recall} / \left( \text{Precision} + \text{Recall} \right)
  \]

4.1 COMPARISON:
The following table 1 shows the comparison between the working of different decision algorithms on the basis of different parameters.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Correctly classified instances</th>
<th>Incorrectly classified instances</th>
<th>Execution Time [sec]</th>
<th>Mean absolute error</th>
<th>Root mean squared error</th>
<th>Relative instance error</th>
<th>Root relative squared error</th>
</tr>
</thead>
<tbody>
<tr>
<td>SPRINT</td>
<td>106/160%</td>
<td>253/315%</td>
<td>1</td>
<td>0.051%</td>
<td>0.062%</td>
<td>0.726%</td>
<td>0.724%</td>
</tr>
<tr>
<td>J48</td>
<td>96%</td>
<td>253/315%</td>
<td>0.04</td>
<td>0.021%</td>
<td>0.025%</td>
<td>0.726%</td>
<td>0.724%</td>
</tr>
<tr>
<td>Randomforest</td>
<td>96%</td>
<td>253/315%</td>
<td>0.56</td>
<td>0.244%</td>
<td>0.245%</td>
<td>11.025%</td>
<td>11.242%</td>
</tr>
<tr>
<td>Randomtree</td>
<td>96%</td>
<td>253/315%</td>
<td>0.02</td>
<td>0.271%</td>
<td>0.417%</td>
<td>11.475%</td>
<td>11.834%</td>
</tr>
</tbody>
</table>

The result can vary according to the machine on which we are analysing our experiment. This is due to the specifications of the machine like processor, RAM, ROM and its operating system. However it will not affect the accuracy of the algorithm used.

5. CONCLUSION:
The efficiency of all the decision tree algorithms can be analysed based on their accuracy and time taken to derive the tree. The main disadvantages of serial decision tree algorithm (ID3, C4.5 and CART) are low classification accuracy when the training data is large. This problem is solved by SPRINT decision tree algorithm. SPRINT removes all the memory restriction and accuracy problem which comes in other existing algorithms. It is fast and scalable than others because it can be implemented in both serial and parallel fashion for good data placement and load balancing.

In this work, SPRINT decision tree algorithm has been applied on the dataset of 300 students for predicting their performance in exam on the basis of their choice in polling system. This result help us to find that the students who are opted their own choice of subject are giving better results than others.
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A Method for Sudanese Vehicle License Plates Detection and Extraction
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Abstract: License Plate Detection and Extraction is an important phase of Vehicle License Plate Recognition systems, which has been an active research topic in the computer vision domain in order to identify vehicles by their license plates without direct human intervention. This paper presents a simple, fast and automatic License Plate Detection method for the current shape of Sudanese license plate. The proposed method involves several steps: green channel extraction, edge detection, regions of interest selection, dilation operation with especial structural element and connected component analysis. In order to analyze the performance and efficiency of the proposed method a data set for Sudanese vehicles has been created. Using this new data set, number of experiments has been carried out. Comparing with other countries license plate detection the achieved results is satisfactory.
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1. INTRODUCTION
Vehicle License Plate Recognition (VLPR) systems is an important component for automating many control and surveillance systems, such as road traffic monitoring, parking lots, access control, highway electronic toll collection, red light violation enforcement, finding stolen cars and gathering traffic flow statistics [1]. Due to the differences of license plates in formats, styles, colors and size from one country to another, the field of VLPR and its applications has attracted many researchers in many countries to search and develop systems that solve these different problems. Therefore, so far, many methods have been proposed for VLPR depending on the country’s license plate characteristics.

License Plate Detection (LPD) has been considered as the most important and essential phase of VLPR systems, which is directly influences the success and the accuracy of VLPR systems [3, 4]. For that, LPD requires more attention; moreover detecting a license plate on a complex background is a difficult task. Thus there are many factors should be considered in order to successfully detect and extract the license plate, for example: image quality, different plate sizes and designs, plate location and Background details and complexity [3].

According to Sarfraz et al the license plate extracted from the gray-scaled image by detecting vertical edges using Sobel edge detector, which uses a 3x3 mask, then filtering out unwanted regions by applying seed-filling algorithm [5]. The license plate region extracted by comparing the size ratio of the rectangular area between two vertical regions with the actual standard size ratio of the license plate. Alginahi uses the method reported by Sarfraz et al without filtering step in order to locate different License Plate types in shapes and size [6]. But Basalamah works depends on finding the black cross that centers Saudi Arabian plate, so an edge detector is applied to find the horizontal and vertical maps, then before median filter performed, the binary image is obtained by using the average value of pixels in each map as a threshold [7].

Abulgasse et al proposed Radial Basis Function Neural Network (RBF NN) to detect the Libyan license plate. First sobel edge detector applied, and then some morphological methods is used to thicken edges and remove unwanted edges. The remaining regions are detected and categorized into “plate” and “not plate” manually to train the RBF NN, which afterwards is used to detect the license plate automatically in other images during the testing phase [8].

Mousa presented an algorithm for Palestine LPD based on canny edge detector. This edge detection method is used to find image’s edges based on local maxima of the gradient, which calculated by the derivative of a Gaussian filter [9]. Rasheed et al use canny edge detection operator and Hough lines to detect and extract the license plate [10].

The method proposed by Mohammad et al for LPD based on identifying the location of screws that hold the plates in place using pattern matching, plate aspect ratio (width to height ratio), and intensity levels. Then by applying coordinate system, the plate area is masked with respect to each screw position [11].

Shidore et al proposed LPD technique for Indian vehicles by using Sobel filter, morphological operations and connected component analysis [12]. Indian LPD mechanism developed by Davis et al, in which the gray-scaled image is converted to binary image by using adaptive thresholding. Then applied unwanted lines elimination algorithm based on 3x3 mask, which is moved throughout the image to identify the central pixel and testing the remaining 8 neighbor pixels. After that the vertical edges is extracted fallowed by highlighting the required regions technique. Once again unwanted lines elimination algorithm is used. As last step, the image is scanned for continuous black pixel in order to obtain the two diagonal corners of the license plate [13].

Deb et al proposed Sliding Concentric Window (SCW) based system to detect Korean license plate. After applying SCW on vehicle image, HSI color model is used for candidate region
color verification with based on hue and intensity in HSI color model [14].

The remainder of this paper is structured as follows: Section 2, introduces the Sudanese vehicle license plate. Section 3, describes the proposed method. The experimental results are provided along with discussion in section 4. Section 5 concludes the paper.

2. SUDANESE CAR LICENSE PLATE

The Sudanese vehicles license plates are categorized in a number of types [2], that categorization was based on the differences of plates background color and characters color, Table 1. gives some information about these types.

Table 1. Sudanese Vehicles Plates Types

<table>
<thead>
<tr>
<th>Type</th>
<th>Background Color</th>
<th>Characters Color</th>
</tr>
</thead>
<tbody>
<tr>
<td>Private vehicles</td>
<td>White</td>
<td>Black</td>
</tr>
<tr>
<td>Commercials (Passenger)</td>
<td>White</td>
<td>Green</td>
</tr>
<tr>
<td>Commercials (Goods)</td>
<td>Black</td>
<td>White</td>
</tr>
<tr>
<td>Police</td>
<td>Blue</td>
<td>White</td>
</tr>
<tr>
<td>Government</td>
<td>Yellow</td>
<td>Black</td>
</tr>
</tbody>
</table>

The size of all plate types is 32 × 16 centimeters (see Figure 1). The plate has been divided into three regions; one region at the top part of the plate, which contains the name of the country “SUDAN” written in English and Arabic. The other two regions at the bottom part of the plate. They were separated by a silver metallic bar (Old Plates) Figure 1(a), or a vertical text “جمهورية السودان” (New Plates) Figure 2(b). The right bottom part consists of numerals (1 to 5 numbers) written in English and Arabic. Where the left bottom part consists of characters or a character and number written in English and Arabic, the characters are an abbreviation of Sudan states names, and the number to keep the sequence of the numbering. This study will focuses on the first type: private vehicles, as shown in Figure 1 (a) and (b).

3. THE PROPOSED METHOD

The proposed method designed for Sudanese vehicle LPD. It composed of four of stages, including green channel and edge detecting, region of interest filtration, dilation and candidate regions detection and accurate plate detection/extraction, as shown in Figure 2.

The input of the method is the original image of the vehicle in RGB scale of size 2048×1536 pixels taken from real scene. The details of other stages are presented in the following subsections.

3.1 The Green Channel and Edge Detection

The RGB image consists of three channels red, green and blue, the value of each channel in the range 0–256, whereas the gray scale image contains only one channel [15]. Thus, extraction of one channel will decrease the computational time, as well as the storage space. Experiments showed that the green channel provides sufficient contrast for the image, which in turn directly increases the efficiency of the proposed method than other channels or gray conversion. Thus, green channel extracted as in Figure 3. Afterwards, median filter is applied to remove noises like random occurrences of black and white pixels.
The next step is edge detection. Edges in images are areas with strong intensity contrasts, which represent a boundary between different regions. Detecting the edges of an image significantly reduces the amount of data and it helps in filtering out the useless information.

Primary investigation of this research shows that sobel edge detection has better results on Sudanese vehicles data set. The Sobel edge detector applies a 3x3 mask on the input image and gives the resultant binary image (see Figure 4(a)). Then, dilation operation with disk structural element is performed to thicken the edges, that is due to; edge's lines do not completely cover the region of interest. Figure 4(b) shows the resultant image.

![Figure 4](image_url)

(a) Edge Detection  (b) Thicken Edge

Thus, those unwanted regions should be removed or reduced. This is achieved by filling each region in the image and calculating their areas. Then, the region is selected if its area is greater or equal to $A_{min}$ and less or equal to $A_{max}$, otherwise the region is removed, where:

$A_{min}$: Minimum Region Area

$A_{max}$: Maximum Region Area

$A_{min}$ and $A_{max}$ have been set during the experiments. Figure 5(b) shows the resultant image.

![Figure 5](image_url)

(a) License Plate Contents Selection (b) Remove Unwanted Regions

### 3.2 Region of Interest Filtration

Filtration process is performed either to select regions that satisfy some particular features or eliminates unwanted regions on the image [16]. Filtration get the main aim of this step done, which is to obtain a filtered image has as possible all license plate contents except its boundaries. The step begins with removing the very small regions based on the number of white pixels of each one (Region Area). Afterwards, all regions in the resultant image were detected; their widths and heights used as features to select regions have a specific width and height. Although license plate contents are successfully well segmented, but there are some regions belong to the background are also selected, as shown in Figure 5 (a).

![Figure 6](image_url)

(a) Sudanese car license plate layout as mentioned in section 2, the dilation operation is used three times with different SE values to merge each group of the license plate components separately. For instance, suppose that the license plate is divided into two parts vertically from the metallic bar, and then each part (Left/Right) contains three rows of characters as illustrated in Figure 6.
First performing dilation with SE value of size 30x15 pixel to merge the three rows of characters of each left and right part separately. Then removing any object contiguous to the border of the resultant image and others objects those their area less than the expected area of merged each two parts as in Figure 7(a). The purpose of second and third dilation is to join the two parts horizontally. This is achieved by using a special single row-SE to restrict the expansion of objects/regions along the horizontal direction only. After the second dilation, the bigger objects than a specific area value were selected, and then third dilation performed as shown in Figure 7(b).

Afterwards, the accurate plate region is detected if the region position in the lower two thirds of the image. Figure 9 shows the result of this stage.

Table 2. Experiments Results

<table>
<thead>
<tr>
<th>Total Number Of Images</th>
<th>Successful Extraction</th>
<th>Unsuccessful Extraction</th>
</tr>
</thead>
<tbody>
<tr>
<td>200</td>
<td>197</td>
<td>3</td>
</tr>
<tr>
<td>100%</td>
<td>98.5%</td>
<td>1.5%</td>
</tr>
</tbody>
</table>

On the other hand, the failure in detection and extraction can be due to damaged plates, the characters color changed to white, decorative items covered the plate and the reflection of the sun on the plate region as illustrated in Table 3.
Table 3. Failure in Detection and Extraction

<table>
<thead>
<tr>
<th>Failed Detection</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image1.jpg" alt="Image 1" /></td>
<td>License Plate characters color changed to white</td>
</tr>
<tr>
<td><img src="image2.jpg" alt="Image 2" /></td>
<td>License Plate covered by decorative items</td>
</tr>
<tr>
<td><img src="image3.jpg" alt="Image 3" /></td>
<td>Reflection of the sun on the plate region</td>
</tr>
</tbody>
</table>

5. CONCLUSION
The purpose of this paper is to presents a method for an automatic vehicle license plate detection and extraction. The proposed method is mainly designed for Sudanese license plate, according to the literature it is considered as first of its kind for Sudanese vehicle license plates.

According to the state of the art of vehicle license plate extraction, the proposed method is implemented through four stages: green channel and edge detecting, region of interest filtration, dilation and candidate regions detection and accurate plate detection/extraction.

The proposed method succeeds in detecting and extracting the plates efficiently and accurately with high rate percentage (98.5% for the given data set).
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