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Abstract: Information technology is growing fast. The growth of information technology is caused by the increasing of human need 

for technology. The example of it is cloud computing. The more user who accesses the cloud service can cause the possibility of users 

being rejected or blocking. The more tasks that are not served so that the performance of cloud data centers becomes less effective. 

One of method to minimize the blocking probability by controlling the queue system capacity [3]. The system model used in this 

research is a queuing theory model, load balancing and several physical machines. The queuing model used to analyze is M/G/1/C on 

load balancing and G/G/m/K on physical machine. General distribution queuing model compatible with the dynamic characteristics of 

cloud computing. The purpose of this research is to see the effect of queuing system capacity on blocking probability and see the effect 

of load balancing in this system model. The results of the simulation are the capacity of the queue system which is getting bigger, 

reducing the possibility of blocking. From this simulation the effective blocking probability value with a queuing system capacity of 

3000. The existence of load balancing in this model makes physical machine performance effective. Because load balancing divides 

the task load equally into each physical machine. 
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1. INTRODUCTION  
 Information technology is growing fast. The growth of 

information technology is caused by the increasing of human 

need for technology. The example of it is cloud computing. In 

recent years cloud computing has attracted attention in the 

industrial world. Definition of Cloud Computing is a 

computing model that allows ubiquitous (wherever and 

whenever), convenient, on-demand network access to 

computing resources that can be quickly released or added. 

The advantage of cloud computing is flexible and efficient 

access [1]. In general, cloud computing is divided into three 

types namely Infrastructure as a Service (IaaS), Software as a 

Service (SaaS), and Platform as a Service (PaaS) [1]. 

 Cloud computing technology consists of several 

components, one of which is the cloud data center. Cloud data 

centers are like a home for all data that is connected through a 

server. The Cloud Data Center receives every day from users 

who want to access services randomly and in large numbers. 

this makes users have to wait to get service from CDC. To 

analyze it, you can use queuing theory. Queue theory can be 

used to examine the activities of service facilities in a series of 

random conditions from a queue that happen [2].  

 The growth of cloud computing has resulted in a high 

increase in users to access cloud services. This can cause 

blocking probability. Blocking Probability is the possibility of 

blocking / rejection by the system of user requests for services 

to the Cloud Data Center. The higher the blocking probability, 

the more tasks that are not served so that the performance of 

the cloud data center becomes less effective. To minimize the 

occurrence of blocking probability, by controlling the capacity 

of the queuing system [3]. 

 This research use queuing theory with the M/G/1/C 

queuing model on the load balancing unit and G/G/m/K on the 

physical machine. The function of load balancing in this 

research is to balance the workload on each physical machine. 

So the optimal results can be seen from the parameters of the 

average response time and the average queue length. Service 

rate on load balancing and physical machines uses general 

distribution, because the dynamic characteristics of cloud data 

centers produce high arrivals. Therefore, this research will 

increase the capacity of the queuing system to minimize the 

blocking probability value. This research also uses load 

balancing to support performance parameters of cloud data 

center, so it can obtain an effective value used queuing theory. 

The results of the implementation of this system were 

simulated using Java Modeling Tools V.1.0.4. 

  

2. RELATED WORK  
 Although cloud computing has attracted research 

attention, but only a few of research that discusses this. 

Research [3], use queuing theory in cloud data centers. In this 

research, the queuing model on arrival and service time used 

general distribution with G/G/c model. In this research [2] 

used a general distribution because the distribution is more 

relevant to the characteristics of cloud data center. From the 

results of this study, the value of blocking probability is 

decreases equivalent with the increasing of system capacity.   
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 Other research, queuing theory is used to analyze the 

performance of cloud data centers by Said, et al. On this 

research [5] used load balancing which is modeled by 

M/M/1/C and M/M/m/K (K>m) queuing models on physical 

machines. This study analyzes the performance of cloud data 

center performance with load balancing and makes a 

numerical model to find out the number of virtual. Therefore, 

in this research used a queuing model with general 

distribution service time and adding load balancing to the 

system model.  

 

3. METHOD 

3.1 Queuing Theory 
 Queuing is a situation that we see in our daily lives. 

Such as waiting in line in shopping malls or in buildings, 

vehicles waiting for traffic light, customers waiting in cashier 

at supermarkets and so on. According to Taha (2007), queuing 

theory is a theory that discusses mathematical learning from 

queues or waiting lines. 

 In general, customers come into a system with a random 

time, can’t be arranged and can’t be served immediately so 

they have to wait. Therefore, queuing theory is used to 

optimize services without having to wait too long. In addition, 

queuing theory can also be used to examine the activities of 

service facilities in a series of random conditions of a queuing 

system that happen [3]. 

 The queuing factors are the distribution of arrivals, 

service distribution, service facilities, service discipline and 

queue length. The user arrival is usually calculated through 

time between arrivals. It is time between arrival of two 

consecutive customers in a service. Then, the service is 

determined by the service time. It is the time needed to serve 

users in a service. The next component is the system capacity. 

System capacity is the maximum number of customers, 

including those being served and those in the queue, which 

can be accommodated by service facilities at the same time. 

The last component is queuing discipline. 

 

3.2 M/G/1/C 
 The queuing system model in this research used 

M/G/1/C queuing model on the load balancing unit. User 

arrival process used Markovian, arrival time used exponential 

distribution, service time used gamma distribution with mean 

1/μ . The explanation of the method is: 

M/G/1/C 

with: 

M : arrival rate used exponential distribution 

G : service rate used gamma distribution 

1 : number of unit is 1  

C : queue system capacity is C 

 

 The average value of response time (R) and the average 

value of the number of tasks in the system (q) can be 

described as follows [4]: 

  
         

  

        
 

 

        

      
       

  

      
 

 

with:  

R : Average response time  

   : Average number task in systems 

   : queue length 

 : average arrival rate divided average service rate 

  : Service rate  

   : Coefficient of Variation 

 

3.3 G/G/m/K 
 The queuing system model on the physical machine 

used the G/G/m/K queuing model. User arrival process used 

general distribution and arrival time used gamma distribution, 

service time used gamma distribution with mean 1/μ. The 

explanation of the method is: 

G/G/m/K 

with: 

G : arrival rate used general distribution 

G : service rate used general distribution 

m : number of unit is 1 

K :  queue system capacity is K  

 

 This physical machine considers the average queue 

length, the average number of tasks in the system, the 

throughput and the average system response time. To 

calculate the average number of tasks in the system (L) can be 

described as follow [3]  

            

 

   

 

 

             

 

   

 

   
 

 
 

with: 

L  : Average number task in the system 

N : System Capacity 

n : Number task in the system  

Pn : Probability of n-task in the system  

  : Throughput  

Un  : Total number of servers 

R : Average response time 

 

3.4 Blocking Probability 
 Blocking Probability is the possibility of blocking / 

rejection by the system of user requests for services to the 

cloud data centre. The blocking probability value can be 

determined by queuing theory. The equation to find the value 

of blocking probability as follows [7]:  
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with:  

PC : Probability C- task in the system 

 : Arrival rate  

  : Service rate  

s : Coefficient of Variation 

C : System Capacity 

 

3.5 Proposed Model   
 This research used a system model by IaaS 

(Infrastructure as a service). IaaS service providers provide IT 

infrastructure such as server, memory storage, virtual 

machines and operating system. Data center is a place that 

provides cloud computing services related to data and 

information communication [6]. Cloud data center also can be 

used as a group of servers used by IaaS service providers to 

meet user needs. Figure 1 below is a picture of a system 

model in the cloud data center.  
 

 
Figure 1. System Model Cloud Data Center 

 

 Cloud data center system model in figure 1 was 

analyzed using queuing theory, which was tested using Java 

Modeling Tools simulator. Requests from users sent to the 

cloud data center, for example requests come to the cloud data 

center to access websites hosted on a physical machine with 

arrival rate λ. Requests from the user will enter Load 

Balancing before being directed to the Physical Machine. The 

function of load balancing is to balance the load on each 

physical machine. The N symbol in Figure 1 is the number of 

Physical Machines in the cloud data center and K is the 

number of Virtual Machines in each Physical Machine. To 

analyze load balancing used M/G/1/C queuing model. The 

symbol C in the queue model is the total number of tasks that 

can be accommodated in the load balancing queue. To analyze 

number of Physical Machines used G/G/m/K queuing model, 

where K is the total system capacity on each physical 

machine. 

 

4. RESULT AND DISCUSSION 

4.1 Blocking Probability Result 
 User requests that came to access cloud services are 

received and serve by load balancing with service time of 

0.001. Queue system capacity value is changed from 400, 

800, 1000, 2000, 3000, 3500. With the changing capacity of 

the queuing system, a blocking probability value is obtained. 

the blocking probability value is found in load balancing. The 

results are as in figure 2.  

 

 
Figure 2. System Capacity vs Blocking Probability 

 

 
Figure 3. Arrival Rate vs Blocking Probability 

 

 From these results it can be analyzed that the blocking 

probability value decreases with the change in the queuing 

system capacity. The optimal blocking probability value when 

the system capacity is 3500. However, the higher arrival rate 

so the blocking probability value also higher.  
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4.2 Effect Load Balancing in Physical 

Machine   
 The service rate on load balancing used as arrival rate 

on physical machine. However, to be arrival rate, the amount 

of service rate is divided by the number of physical machines. 

Service rate on physical machines is 0.015 with a coefficient 

of variance 1.4. The number of virtual machines is changed 

from 22-30 units. The following results are obtained in Figure 

4. 

 

 
Figure 4. Average Queue Length in Physical Machine 

 

 
Figure 5. Average Response Time in Physical Machine 

 

 Using load balancing in the cloud data center system 

model, made physical machine work optimally. It can be seen 

as average queue length and average response time on each 

physical machine is constant. It is because load balancing 

divided the same load to each physical machine. The average 

queue length and response time decreases if the number of 

virtual machines being used is increasing. 

 

5. CONCLUSION 
 This research can analyze the effect of system capacity 

on blocking probability values and load balancing on cloud 

data center performance. The method used is the M/G/1/C and 

G/G/m/K queuing model. Service time distribution on load 

balancing and physical machines used general distribution. 

The results of this research are to minimize the occurrence of 

blocking probability by increasing the capacity of the queuing 

system and with the load balancing unit, the average value of 

response time and the average length of the queue on the 

physical machine are more constant, because load balancing 

can balance the tasks on a physical machine. 

 

6. REFERENCES 
[1] Mell, Peter & Grance, Timothy. 2011. The NIST 

Definition of Cloud Computing. National Institute of 

Standards and Technology 

[2] Kakiay, Thomas J. 2004. Dasar Teori Antrian untuk 

Kehidupan Nyata. Yogyakarta: Penerbit Andi 

[3] Atmaca, T., Begin, T., Brandwajn, A., & Castel Taleb, 

H. 2016. Performance Evalution Centers with General 

Arrival and Service. IEEE  

[4] Murdoch, J. 1978. Queuing Theory Worked Examples 

and Problems. The Macmillan Press. Ltd.  

[5] El Kafhali, Said & Salah, Khaled. 2017. Stochastic 

Modelling and Analysis of Cloud Computing Data 

Center. IEEE  

[6] Geng, Hwaiyu. 2015. Data Center Handbook. John 

Wiley & Sons, Inc., Hoboken, New Jersey 

[7] MacGregor Smith, J. 2004. Optimal Design and 

Performance Modelling of M/G/1/K Queueing Systems.  

Elsevier 

[8] Jagerman, D. L., Balcioglu, B., Altiok, T. & Melamed, 

B. 2004. Mean Waiting Approximations in the G/G/1 

Queue. Kluwer Academic Publisher

 

 

 

 

 



International Journal of Computer Applications Technology and Research 

Volume 9–Issue 08, 229-233, 2020, ISSN:-2319–8656 

www.ijcat.com  229 

 

Food Ordering Application with Scheduling Feature Based on 

Mobile Web (Pasti Makan) 
 

I Gusti Bagus JB Surya Bhuana 

Departement of Information 

Technology 

Faculty of Engineering, 

Udayana University 

Badung, Bali, Indonesia 

 

I Nyoman Piarsa 

Departement of Information 

Technology 

Faculty of Engineering, 

Udayana University 

Badung, Bali, Indonesia 

 

I Made Sukarsa 

Departement of Information 

Technology 

Faculty of Engineering, 

Udayana University 

Badung, Bali, Indonesia 

Abstract: Over time, the development of information technology has produced a variety of applications that provide convenience for 

humans, such as the application of food delivery. This application was designed from a background of productive individual 

conditions who have less time to buy food. Gofood is one of the features in the Gojek application that realizes the concept of food 

delivery. However, this feature does not give consumers the freedom to determine the food arrival time. Consumers did self estimation 

about the time when placing an order to obtain the arrival time as desired. Based on these weaknesses, Pasti Makan application was 

designed. This application provides scheduling features so that food ordering can be done at various times and the order will still arrive 

in accordance with the time specified by the consumer. This research focuses on solving the problem of the arrival time in order 

delivery. The purpose of this study is that buyers get their orders within the allotted time. This system made by using the PHP 

programming language and Javascript. 
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1. INTRODUCTION 
In the era of globalization, technological progress has 

developed very rapidly [1]. The development of technology, 

causes information can be received easily and quickly [2]. It 

cannot be denied that information technology has become one 

of human's main needs [3]. One of the developments in 

information technology is the internet [4]. 

The use of internet in business has developing, from 

electronic information exchange to business strategy 

applications, such as marketing, sales, and customer service 

[5]. The collaboration of internet and digital media, is able to 

create applications that make it easy for the community in 

their activities, such as the application in ordering food. Some 

companies have realized that the application of food ordering 

is a potential idea that can bring profits. 

One example of food ordering application is Gojek. Gojek is 

one of the providers of online transportation services through 

applications available on the Android and iOS operating 

systems [6]. The application offers ordering and delivering 

food directly to the buyer. However, Gojek drivers do not 

always deliver their orders quickly and become a problem for 

Gojek users who have a tight time. The problem of delivering 

food orders which is fulfill of consumers wishes, is a problem 

for consumers who have a limit time.  

Based on these problems, researchers designed a food 

ordering application in the form of a website application that 

provide guaranteed delivery of food orders according to the 

desired time. This solution is expected to solve the problem of 

time that is often experienced by consumers who have a limit 

time. In addition to solving the problem, this application is 

expected to open new jobs for the community, especially for 

mothers who want to sell food without having to open a shop. 

2. METHODOLOGY 
The research method used in compiling a service system 

called "Food Order Application System with Mobile Website 

Based Scheduling Features (Pasti Makan)" is waterfall model 

system design methodology. 

2.1 Application Overview 
General image of the system from making the Pasti Makan 

Website Application. The system of mobile website 

application Pasti Makan uses HTML and PHP languages as 

the basis for making the system.  

Pasti Makan Application Website is an ordering system that 

can be done online by anyone and at any time using a 

scheduling system. Figure 1 is an illustration about 

Application Website Pasti Makan system. 

Figure 1. Application Overview 

Figure 1 describing that the buyer makes transactions on the 

system with the desired order menu. After that, the buyer 

provides information about buyer data, location and schedule 

to the system. The system begin provides information to store 

users to process orders that have been ordered. Orders are 
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then delivered to the buyer by the store according to the 

buyer's specified schedule. 

2.2 Data Flow Diagram 
Data Flow Diagrams of Pasti Makan Application Website is 

describe as Figure 2. 

 

Figure 2. Data Flow Diagram 

From Figure 2, there are 6 main processes, namely the login 

process, the ordering process, the menu process, the store 

process and the scheduling process. The login process is the 

process when the buyer or seller user enters the system by 

entering a username and password. The ordering process is 

the process when the buyer makes an order through the Pasti 

Makan system. When ordering process, buyer  needs to 

choose the store and menu to be ordered while entering the 

delivery location, delivery date and delivery time. The menu 

process is the seller's process for managing menu data from 

owned stores, such as adding new menus, changing menus 

and removing menus. The store process is the seller's process 

for managing the store, such as deleting a store, changing 

store information and adding a new store. The scheduling 

process is the process of the system to display the list of 

interagency schedules to sellers through transaction data 

sorted by the closest interagency schedule. 

2.3 Entity Relationship Diagram 
Entity Relationship Diagram of Pasti Makan can be seen from 

Figure 3.  

 

Figure 3. Entity Relationship Diagram 

Figure 3 explains how the relationship between entities, 

processes and databases. This application has three entities 

namely buyer, seller and admin. Buyers have a relationship 

between admin and seller. The buyer places an order with the 

seller. While the seller delivers the buyer's order according to 

the specified schedule. 

3. LITERATURE REVIEW 
Literature review is material that is used as a reference in 

making research. The following references are to an 

explanation of Cloud Computing, Google Maps API, taking 

order, PHP, Javascript, and scheduling.  

3.1 Cloud Computing 
Cloud Computing is a combination of using computer 

technology and development based on Internet [7]. According 

to Satya Saputra (2017), cloud computing is a service model 

for sharing configurable computing resources (for example, 

networks, servers, storage, applications and services) that can 

be quickly run over the internet. One of the advantages of 

cloud technology is allows users to store data centrally on one 

server based on services provided by cloud computing service 

providers [8]. Cloud computing services have 3 service 

models that can be used as needed, 3 services include IaaS, 

PaaS and SaaS [9]. 

3.2 Google Maps API 
Google Maps is software on the Internet that contains maps of 

an area or location [10]. Google Maps can be displayed on the 

web or external applications by using the Google Maps API 

[11]. The Google Maps application can be displayed on a 

particular web or application that requires an API key as a 

unique code generated by Google for a particular website or 

application so that the Google Maps server can recognize 

developers who use the Google Maps API service [11]. 

3.3 Taking Order 
Taking Order in a restaurant is the activity of receiving and 

recording guest orders. In this case, food and drinks will be 

forwarded to the relevant section, including the kitchen, bar, 

and cashier [12]. 

Taking Order includes several activities, such as: 

1. Displays accurate information about all available foods 

and drinks in the menu list. 

2. Note the menu ordered, the number ordered, the name of 

the customer and others.  

3. Confirm the order to the customer.  

4. Forward the order to the related section. 
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3.4 Scheduling 
Scheduling is a planning activity to determine when and 

where each operation as part of the overall work must be done 

on limited resources, as well as allocating resources at a 

certain time by taking into account the capacity of existing 

resources. 

The main function of production scheduling is to make the 

production process run smoothly according to the planned 

time, so that it works at full capacity with minimal costs and 

the desired quantity of products can be produced on time [13]. 

3.5 PHP (Hypertext Prepocessor) 
PHP is a scripting language that can be embedded or inserted 

into HTML. PHP is widely used for dynamic website 

programming [14]. PHP is referred to as HTML embedded 

server side scripting, because all scripts in PHP are run on the 

server side. PHP scripts integrated with HTML [15]. PHP 

code can be built on a web page system by building it with 

pure PHP language, combined with HTML code, or combined 

with various template engines and web frameworks. [16]. 

PHP is used and run on a web page to process the contents of 

the website seen by visitors of the website [17]. 

3.6 Javascript 
Javascript is a scripting language, which is a set of 

instructions commands used to control some parts of the 

operating system [18]. Javascript is developed to be able to 

run on a web browser or client side [18]. 

Javascript makes the server load lighter and web pages will 

respond much faster, even on the lowest internet connections 

[19]. JavaScript is a category of language that is case sensitive 

which means that it can distinguish between variables and 

functions in the use of upper and lower case letters [19]. 

4. RESULTS AND DISCUSSION 
Testing the creation of a Website Application Pasti Makan on 

the user's authority as a buyer and seller. Buyer transactions in 

this application can be divided into two, namely direct 

transactions and customer transactions. In direct transactions, 

buyers can only schedule on the same day, whereas in 

subscription transactions, buyers are not limited when 

scheduling. 

4.1 Preview of Main Menu 
The buyer's main page in Figure 4 is the first main page the 

buyer encounters shortly after logging in. 

 

Figure 4. Preview of Main Menu 

 

Figure 5. Preview of Direct Transaction’s Basket Page 

The main menu of Pasti Makan Ordering Application System, 

contains menu recommendations, store recommendations, 

categories and direct or subscription transaction buttons.  

4.2 Page of Direct Transaction’s Basket 
The direct transaction’s basket is a page to view menus 

ordered by buyers when making direct transactions. The direct 

transaction’s basket page is specifically for buyers who are in 

the process of purchasing direct transactions. 

 

 



International Journal of Computer Applications Technology and Research 

Volume 9–Issue 08, 229-233, 2020, ISSN:-2319–8656 

www.ijcat.com  232 

 

The direct transaction basket page in Figure 5 is the page 

where buyers place orders directly on the system. The buyer 

selects a store, and then chooses the menu to be ordered along 

with the amount. The ordered menu is entered on the basket 

page. This basket page is in the subscription order process and 

directly to accommodate the ordered menu data. Data needed 

to conduct transactions is to mark the location of delivery 

using Google Maps, delivery hours and delivery addresses. 

4.3 Page of Subscription Transaction’s 

Basket  
Page of subscription transaction’s basket is a page to see the 

menu ordered by the buyer when making a subscription 

transaction. This page is specifically for buyers who are in the 

process of purchasing a subscription transaction. 

Figure 6. Preview of Subscription Transaction’s Basket Page 

Page of subscription transaction’s basket in Figure 6 is the 

page where the buyer places a subscription on the system. The 

buyer selects a store, then chooses the menu to be ordered 

along with the amount. The ordered menu is entered on the 

basket page. This basket page is in the subscription order 

process and directly to accommodate the ordered menu data. 

The data required to make a transaction is to mark the location 

of delivery using Google Maps, the date and time that the 

subscription order will be delivered. 

4.4 Page of Seller Delivery Schedule  
The inter-seller schedule page is the main page of the seller's 

user to view the delivery schedules. 

 

 

 

 

 

Figure 7. Preview of Seller Delivery Schedule Page 

Figure 7 is a preview that presents information about the 

delivery schedule of orders to be delivered by the seller. 

Information presented in the form of date, time and total 

transaction of the order. The information presented is 

schedule information between today and delivery schedule 

information for the following days. 

5. CONCLUSION 
The Website Application System of Pasti Makan is produced 

using cloud computing technology that makes buyers and 

partners can access the system anywhere and anytime without 

installing the application. The scheduling system, which is the 

main feature of this system, can solve the problem of 

productive people who have little time to get orders by 

delivering orders on time by providing information in the 

form of delivery location, delivery date and delivery schedule. 
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Abstract: A miniaturized duplexer with high isolation is designed in this paper. The coupling coefficient of branch filter is solved by 

Generalized Chebyshev function, and the circuit model is simulated and optimized by MATLAB and ADS. Finally, the physical 

dimensions are extracted by HFSS, and the simulation model of combiner is established and optimized. The experimental results show 

that the loss of the miniaturized combiner is less than 1.5dB, and the out of band rejection is greater than 40dB@1550-1580MHz&1600-

1625MHz .The simulation results verify the rationality and feasibility of the design. 
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1. INTRODUCTION 
With the rapid development of mobile communications, the 

demand for a compact and highly selective combiner is 

increasing. Combining two or more circuit system signals into 

one circuit not only saves material, but also eliminates the need 

to switch antennas during signal transmission. Compared with 

the traditional combiner, the current cavity combiner has many 

advantages, such as low insertion loss, high out-of-band 

suppression and large power capacity, which are widely used 

in broadcasting, radar and satellite communication systems [1-

3]. Miniaturization of multi - frequency combiner has become 

one of the important development directions of combiner 

development [4]. 

The combiner is composed of multiple signals, so in order to 

ensure the communication quality of the system and prevent 

mutual interference between the systems, the separation of the 

combiner must have a high requirement. Therefore, how to 

design a compact and highly isolated combiner is always a 

problem studied by designers [5]. 

The current combiner is composed of two filter elements with 

multiple cross-coupling designs and a common cavity at the 

combiner end. A three-port combiner with operating 

frequencies ranging from 1550-1580MHz to 1600-1625MHz is 

designed according to this structure. In this thesis, Chebyshev 

filter design is adopted to obtain the coupling coefficient of 

two-pass filter and the number of order and zero of single-pass 

filter [6]. Finally, the simulation test of this combiner is carried 

out, and the dimensions of the combiner are reduced while the 

parameters of the combiner are guaranteed. This design not 

only makes the circuit breaker have high isolation degree, but 

also realizes the design structure of the combiner 

miniaturization to adapt to different scene requirements, which 

has a good application prospect. 

2. RELATED WORK 
A miniaturized duplexer method based on ads and HFSS co- 

simulation is designed. In the design process, in order to ensure 

that each channel can achieve the corresponding indicators, the 

coupling coefficients of the two channels are simulated in ads. 

Then, the coupling coefficients of each path are transformed 

into corresponding physical dimensions in HFSS. Finally, the 

performance of the diplexer model is compared with the 

requirements, and it is found that it meets the design 

requirements. This paper mainly includes the following 

contents: 

- The S-parameter pre simulation is carried out by MATLAB 

software, and two independent coupling coefficients are 

obtained; 

- The circuit model is simulated in ads with the coupling 

coefficient, and the external Q value and topology are obtained; 

- The obtained structure and parameters are transformed into 

specific physical dimensions in HFSS, and modeling and 

simulation optimization are carried out 

Finally, the S parameters of the optimized diplexer are 

compared with the expected indexes. 

3. THE CIRCUIT MODEL OF THE 

COMBINER  
The present paper designs a three-port combiner with two 

channels consisting of a Bandpass filter with cross-coupling 

design. The main indexes are shown in Table 1. 

Table 1 Design indexes of combiner  

Parameter GPS Lshort message 

Frequency Range/MHz 1550-1580 1600-1625 

Band-width/MHz 30 25 

IL at BW/dB ≤1.2 ≤1.5 

Return loss at BW/dB ≤-20 ≤-20 

Isolation/dB ≥40 ≥40 

 

In order to minimize the attenuation in the Passband, 

Chebyshev filter is designed according to the formula: 

  𝑘𝑖,𝑗
𝑘 = 𝐵𝑛 × 𝑀𝐾(𝑖, 𝑗) (1) 

         𝑄𝑒
𝑘 = 1/{𝐵𝑛[𝑀𝑘(𝑛𝑃𝑘 + 1, 𝑛𝑃𝑘 + 2)]2} (2) 

𝐵𝑛 = 𝐵/𝑓0 (3) 

      𝑓𝑟𝑖𝑠,𝑖
𝑘 = 𝑓0[√1 + (

𝐵𝑛𝑀𝑖,𝑖
𝑘

2
)

2

−
𝐵𝑛𝑀𝑖,𝑖

𝑘

2
] (4) 
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            𝑘0,1
𝑘 = 𝐵 × (𝑀𝑘(1,2)/√𝑐0) (5) 

        𝑄𝑒 = 𝑐0/𝐵𝑛 (6) 

𝑓𝑟𝑖𝑠,0 = 𝑓0[√1 + (
𝐵𝑛𝑏0

2
)

2

−
𝐵𝑛𝑏0

2
] (7) 

Where, equations (1) - (4) are applied to non-common cavities, 

and equations (5) - (7) are applied to common cavities. 𝑘𝑖,𝑗
𝑘  is 

the internal coupling coefficient of the filter, 𝑄𝑒
𝑘 is the Q value 

of filter, 𝑓𝑟𝑖𝑠,𝑖
𝑘  is the resonant frequency of the resonator, B is 

the filter bandwidth,  𝐵𝑛 is relative bandwidth, 𝑀𝑘  is the 

coupling matrix, 𝑏0  is the normalized admittance of the 

common cavity, 𝑐0 is normalized capacitance, 𝑓0 is the center 

frequency, 𝑛𝑃𝑘 is the order of the K-th filter[7].  

According to the design theory of coupled resonator Bandpass 

filter and the above formula, the S-parameter obtained by 

Matlab simulation is shown in Figure 1, where the coupling 

coefficient of each branch, external Q value and other initial 

values are shown in Table 2. Each a separate filter circuit is 

Bandpass filter with transmission zeros equivalent circuit, the 

two channel filter through a public space together, after the 

synthesis of duplexers topology structure as shown in figure 2, 

the hollow circle represents the source and load, solid lines 

represent the main coupling, dashed line represents the cross 

coupling. 

 

Figure 1 Matlab simulation of S parameters 

 

Figure 2 Topology diagram of combiner  

 

Table 2 The coupling coefficient and the external Q value of the 

duplex 

K Band 1 Band 2 

K12 0.0425 0.0393 

K23 0.0147 0.0123 

K34 0.0119 0.0097 

K45 0.0114 0.0093 

K56 0.0121 0.0099 

K67 0.0171 0.0141 

K13 0.0009 -0.0009 

 𝑄𝑒 46.6643 55.6215 

Common port  𝑄𝑒 9.0668 

Figure 2 shows that the order of the band-pass filter with a 

Passband frequency of 1550-1580MHz is 7, and that of the 

band-pass filter with a Passband frequency of 1600-1625MHz 

is 7. In the design, the bandpass filter adopts cross coupling 

structure, and the circuit model of duplexer established by the 

topology structure in Figure 2 is shown in Figure 3 by using the 

circuit simulation design software ADS. 

 

Figure 3 Circuit model of combiner 

4. DUPLEX MODEL SIMULATION 
HFSS software was used to simulate the combiner, and 

according to the optimized design parameters extracted from 

the ADS circuit model, the common end coupling structure, the 

coupling dimensions of each input end and the tap position 

were calculated. The structure of a single cavity can be 

determined by the resonant frequency through single cavity 

simulation by HFSS. For the extraction of the coupling 

coefficient between resonators, the eigen mode of HFSS is 

needed. In the solution environment of the eigen mode, the size 

of the coupling coefficient can be obtained, and the formula is 

as follows: 

𝐾 =
𝑓𝑚

2 − 𝑓𝑒
2

𝑓𝑚
2 + 𝑓𝑒

2 (8) 

Where 𝑓𝑚 and 𝑓𝑒  are two single cavity resonant frequencies. 

The coupling modes of tap structure include direct coupling, 

capacitive coupling and inductive coupling. The dimension of 

the multiplexer is determined by simulation of variables 

sensitive to the influence of circuit parameters, in which the 

resonant frequency is determined by the depth of the frequency 

modulation screw d, the coupling coefficient between adjacent 

cavities is determined by the width of the side wall window w, 

and the on-load Q value is determined by the height of the 

solder joint position H. Then select appropriate scanning 

interval and step length to scan each parameter one by one, 

extract the circuit parameters in the 3D model, and establish the 

quantitative relationship between the circuit parameters and the 

corresponding model size. Finally, the optimized model size 

P0

P1

P2



International Journal of Computer Applications Technology and Research 

Volume 9–Issue 08, 234-236, 2020, ISSN:-2319–8656 

www.ijcat.com  236 

parameters in HFSS are shown in Table 3.The simulation 

model is shown in Figure 4. 

 

Table 3 Duplex dimension Table (unit: mm) 

GPS channel Lshort message channel 

Frequency modulation screw coupling window width and solder 
joint position 

d1 = 1.8 w12 = 7.6 d1 = 2.1 w12 = 7.3 

d2 = 2.0 w23 = 6.4 d2 = 1.6 w23 = 6.3 

d3 = 1.5 w34 = 6.2 d3 = 1.3 w34 = 6.2 

d4 = 1.5 w45 = 6.5 d4 = 1.2 w45 = 6.3 

d5 = 2.0 w56 = 7.0 d5 = 1.3 w56 = 6.8 

d6 = 1.8  d6 = 1.8  

H = 8.0  H = 8.0  

 

Figure 4 The simulation model of combiner 

 

Figure 5 The optimization results of combiner 

The overall model of the duplex as shown in Figure 4 is 

simulated, and the final result is shown in Figure 5. 

Figure 5 shows that the simulation return loss in the frequency 

band 1550-1580 MHz is less than -20dB, the insertion loss is 

less than 0.5dB, and the return loss in the frequency band 1600-

1625MHz is less than -20dB, and the insertion loss is less than 

0.5dB, which is consistent with the expected results and proves 

the previous design theory. 

5. CONCLUSION 
In this thesis, we design a miniaturized dual combiner, based 

on the basic theory of filter Matlab the coupling coefficients of 

draw two line filter parameters, such as using circuit simulation 

software ANSOFT DESIGNER for circuit simulation and 

optimization, and through the simulation software HFSS design 

meets all design index, a simulation model of each filter all the 

way to make good, restraint outside the band can improve the 

isolation. The design efficiency is high, the engineering 

practicality is strong, can satisfy the modern communication 

system to combiner miniaturization, the high isolation degree 

request. 

6. ACKNOWLEDGMENTS 
First of all, I would like to thank my research tutor for his 

guidance, who pointed out the problems existing in the thesis 

for me. Secondly, Yang Huan helped me to successfully 

complete the measurement of the experimental results. I really 

thank them for helping me to finish this paper successfully. 

7. REFERENCES 
[1] Macchiarella G,Tamiazzo S. Synthesis of Star-Junction 

Multiplex⁃ers [J].IEEE Transactions on Microwave 

Theory and Techniques,2010,58(12),3732-3741. 

[2] Kim B,Kim Y S. Mixed Coupling Structure for the Cross 

Couplingof Combline Filters [J]. Microwave and Optical 

Technology Let⁃ters,2002,35(1):20-23. 

[3] Hong J S,Lancaster M J. Couplings of Microstrip Square 

Open-Loop Resonators for Cross-Coupled Planar 

Microwave Filter[J]. IEEE Transactions on Microwave 

Theory and Techniques,1996,44(11)：2099-2109. 

[4] Feng Jianhua. Miniaturization design of multifrequency 

coaxial cavity combiner [J]. Mobile Communication, 

2016,40(19):60-65. 

[5] Chen Qihao, Ye Qiang, Feng JianHua. Design of a high-

isolation cavity dual-frequency comb-solver [J]. 

Electronics,2016,39(02):276-279. 

[6] Cameron R J. General Coupling Matrix Synthesis 

Methods for Chebyshev Filtering Functions [J]. 

Microwave Theory and Techniques, IEEE Transactions 

on,1999,47(4):433-442. 

[7] Chen Qihao, YE Qiang, Feudal Hua. Design of a high-

isolation cavity dual-frequency combine [J]. Journal of 

Electron Device, 2016, 39(02): 276-279. 

 



International Journal of Computer Applications Technology and Research 

Volume 9–Issue 08, 237-239, 2020, ISSN:-2319–8656 

www.ijcat.com  237 

QuMANET- changes in Mobile ad-hoc network with 

quantum bits for reliability 

 
Shruti Mishra 

Research Scholar 

Bhagwant University,  

Ajmer (Rajasthan), India 

 

Dr. B. Dhanasekaran 

Professor 

SJIET 

Chennai, India 

 

Abstract: Due to the mobility, service discovery and service selection in Mobile Ad hoc Network (MANET), the routing protocol of 

MANET must adapt to the rapid changes of the network structure, and ensure that the services will be available to the users as quickly 

as possible. This paper proposes a kind of new quantum based MANET with the help of which service discovery will be fast enough 

that the user will not get a break in connection and swap over multiple services very fast with the help of quantum bits. By embedding 

MANET with quantum computing bits, it can effectively reduce the time for service selection, improve the delivery rate of data 

packets, and reduce the time delay of switching between services. The goal of this work is to shed light on the challenges and the open 

problems of the Quantum bits dealing with MANET design. To this aim, we first introduce some basic knowledge of Quantum 

mechanics, MANET needed to understand the differences between a MANET and the design we are thinking quantum MANET.  

Then, we introduce quantum bits as the key strategy for service swapping without physically transferring the particle that stores the 

quantum information. Finally, we will introduce the challenges that can be faced while transferring data over quantum bits. 

 

Keywords: MANET, Quantum bits, mobility, service discovery, Qubits, QUMANET. 

 

1. INTRODUCTION 
Nowadays, Researchers are working with quantum computers 

and proposing new ideas about how successfully we can deal 

with quantum bits (qubits). On Jan 3,2020 Researchers at the 

Department of Energy's Oak Ridge National Laboratory 

simulated the performance of quantum devices. On May 18, 

2020 university of California has set a new record for 

preparing and measuring the quantum bits, or qubits, inside of 

a quantum computer without error. The techniques they have 

developed make it easier to build quantum computers that 

outperform classical computers for important tasks [1]. 

Researchers are also working on quantum mechanical 

interactions. We can use networking in multiple quantum 

devices. Quantum MANET can be visualized to open a new 

way to provide fast services to the users.  

All the researchers are in a race to work upon quantum 

computers and provide the best results in different fields. 

They are working on affordable quantum computers for real 

world business and government applications. [2] This goal 

achievement is crucial as to control interaction between 

different quantum systems in MANET remains extremely 

challenging. 

We can create complementary approach towards mobile 

network to connect multiple clouds through wireless links. 

These small clouds will enable signals to interact with qubits 

even while supporting mobility. 

Typically, MANET is built with no fixed infrastructure and 

routers. These are developed for temporary network 

connections. A mobile ad-hoc network (MANET) is a 

network supporting multi-hop with no fixed topology and 

offer different services to all the nodes. [3] 

In this disquisition, we will focus on employment of qubits in 

MANET with the objective of fastest services that we can 

provide to the users.  

The rest of the paper is structured as follows. In section 2 we 

will discuss the mechanics of quantum bits, their 

measurement, and quantum entanglement. We continue by 

offering a brief historical perspective of quantum computing 

and review the measurement of bits. In section 3, we will take 

a brief introduction of mobile ad-hoc network. In section 4, 

we will describe the advancement in present mobile ad-hoc 

network with advent of qubits. Finally, we will do comparison 

in section 5 and study the various challenges in section 6 and 

then we will conclude in section 7. 

2. QUANTUM MECHANICS 
Quantum computers are based on quantum mechanics and 

qubits increase the value of threshold at which information 

can be shared and processed. In classical computers, we were 

using binary bits 0 or 1 while in quantum computers we make 

use of both 0 and 1 by encoding them with in between values 

thus, providing large number of possibilities for storing data. 

As we know, with the help of 0 and 1 we can make only 4 

combinations. But with the help of Qubits we can make 2n 

combinations and we can do parallel processing practically 

with quantum computers.  

Multiple quantum algorithms [4] are implemented to find a 

better solution to remove the various problems like delay in 

networks etc. However, dealing with superposition and 

entanglement is only one aspect of quantum computing. An 

equal challenge is to control the exponential bits in MANET 

which will be exciting time for breakthroughs in ad-hoc 

networks. This new technology can advance quickly if 

discovery of quantum internet will continue to push forward 

quantum technologies. 
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2.1 Quantum Entanglement 
It is a special case of superposition in which we define qubits 

as a reference to each other where the particles can be shared 

or they can be spatially separated. We can define physical 

properties of the system with the help of these qubits where 

one can influence other. For example, if two systems are 

connected to each other in a network and if we create 

influencing relationship between the two with the help of 

qubits where processing of one system influence other with 

the help of qubits then all the system will be connected with 

the help of quantum entanglement and MANET will work 

properly there. 

 

Figure 1 Quantum entanglement 

Entanglement enables multiple applications since it helps to 

exchange of information very fast between qubits. 

2.2 Quantum measurement  
Quantum measurement can be considered as measuring the 

value of qubits that can be either 0 or 1. We consider that 

qubits collapse towards either 0 or 1. These outcomes are 

probabilistic. Superposition principle helps in determining the 

value of quantum states. This principle can be taken as a basis 

for quantum theory for determining states. We can add or 

superimpose multiple states to find another valid quantum 

state. This quantum state is a linear combination of multiple 

quantum states and these states can be either ∣0⟩ or ∣1⟩. These 

states are convertible with equal probability of 50% with 2n 

states.  

3. MANET 
Mobile ad-hoc network is a type of network that uses the 

concept of decentralization. There can be direct or indirect 

type of communication. When the nodes are in reach of one 

another, they can create direct communication while if they 

are located far from each other, they create communication 

through other nodes i.e indirect communication. There are 

multiple applications of MANET like military, health care etc. 

In MANET all the nodes are free to join and leave the 

network. All the nodes that are joining can take part in 

communication either as source or destination. Bandwidth is 

an important network property of wireless network because it 

is much lower in wireless link than that of wired links.   

In this paper we are going to transform this MANET into 

QUMANET. This transformation is required as users of 

wireless network are increasing. As the pandemic COVID-19 

has hit all the countries, uses of MANET have increased day 

by day. Users like students, teachers, company employees etc. 

all are accessing their facility from their home. So, it is the 

basic need of today that we should provide fast services to all 

the users 

 

Figure 2: Mobile ad-hoc network 

4. OVERVIEW OF QUMANET 
In a classical MANET, the network provides QoS with the 

help of 0 and 1. Whenever a node is moving from one point to 

another and wants to access some service with the help of 

service provider (SP), these services may be lost due to 

mobility. But with the advent of quantum adaptation, some 

applications like quantum key distribution (QKD) and 

superdense coding [5] are used. Quantum MANET can 

enhance the concept of quantum communication by using 

EPR pair also called bell states in superimposed state. If we 

try to measure these superimposed states qubits then we can 

find the equal distribution of 0or 1 with equal probability. 

This probability will help to distributed services in a network. 

Thus, we will be able to transfer messages with the help of 

these qubits. The EPR paradox used by Einstein and his 

colleagues helps to identify quantum entanglement behavior 

of qubits. 

5. COMPARISON 
There are different researches [8]-[10] that show Quantum 

internet can be used for long- distance communication of 

quantum and classical information. We can use this type of 

network in recent technology i.e MANET.  

Services that are provided by different service providers and 

the number of services will be more in QUMANET as 

compared to classical MANET because the number of states 

will be increased in QUMANET. 
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Figure 3: Classical MANET versus QUMANET 
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Figure 4: Comparison of MANET and QUMANET: 

Service discovery and selection with the help of 

QUMANET will be fast as compared to Classical MANET 

6. CHALLENGES 
Quantum MANET is still a complicated project to implement 

in real world as we have to find solutions of some challenges: 

 Implementation of QuMANET will require 

realization of qubits in small clusters for temporary 

time. 

 Each time a node access the service with the help of 

quantum bits, it must be entangled to some states 

providing services to the users with security. 

 Some protocol must be implemented in ad-hoc 

network that must be followed for managing 

information required by different users. 

7. CONCLUSION 
QuMANET can be implemented by solving all these open 

problems. This is a very interesting concept including set of 

ideas that will help to improve speed, security, and facilities 

provided to the users. Quantum MANET will also help in 

implementation of advance networks like 6G and more.  
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Abstract: This paper works towards constructing a short summary of documents with the help of natural language processing 

techniques. The authors goal is to identify the important aspects of a large piece of textual information, extract it and present it in a 

concise manner such that it conveys the information in a more efficiently and precisely. The proposed approach will generate a simple 

summarization of one or more documents which will help the readers to understand what the documents offer to them and identify 

their context without reading through them entirely. The existing methods for this work focus on different aspects of the text involved 

but the efficiency of these methods largely varies. The proposed methodology makes use of a combination of multiple aspects of text 

instead of a single aspect in order to improve the efficiency of summarization systems. The authors present a qualitative and 

quantitative analysis of their system as compared to the existing base-lines and demonstrate our system for a relevant application like 

news snippet generation. 

 

Keywords: Extractive summarization, Multi-document summarization, Key phrase extraction, Shortest path algorithm, Textrank 
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1. INTRODUCTION 
With the advent of the Internet, there has been a voluminous 

increase in the amount of data available for humans to read 

and understand. Going through all of the data is a mammoth 

task and often required more effort than the value provided by 

the goal being achieved. Thus, there is a need for a system 

which can concisely convey all the information that is 

available in different sources. 

Document summarization is one of the most widely 

researched fields of Natural Language Processing. The task 

involves using a single or multiple document(s) belonging to a 

particular domain, understanding the contents of the document 

and then generating a paragraph which conveys the 

information in a concise and human readable format. The task 

of summarization can be carried out in two different ways – 

extractive and abstractive. 

 

Figure 1. Text Summarization Overview 

In extractive document summarization, generation of the 

summary uses sentences which are present in the document 

set provided. In this mechanism, the different sentences in the 

documents are analyzed for their relevance to the main idea of 

the document cluster, assigned a score and a rank. On the 

basis of the rank, the top sentences are extracted according to 

the length required and are then presented to the user as a 

summary. 

 

Figure 2. Extractive summarization 

On the other hand, an abstractive summarizer works 

differently. While the initial stages are similar where the 

document contents are analyzed in order to identify the main 

idea, this summarizer does not directly pick up sentences from 

the document. Instead, the model uses the information and 

knowledge gained in order to generate new sentences on its 

own to create the summary. The abstractive summarizers 

more closely resemble how humans generate summaries, by 

understanding the meaning being conveyed rather than simply 

picking up sentences from the given documents. 
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Figure 3. Abstractive Summarization 

Graph-based summarization methods have yielded strong and 

promising results. In these approaches, sentences are treated 

as nodes and the relationships between them are represented 

by edge weights. The significance score of each sentence in a 

document is assumed to be related to other sentences. An edge 

(or link) with a corresponding weight is created if there is a 

relation between two sentences, while the weight between 

sentences in a document is used to provide a score for each 

sentence. In this paper, the authors propose a technique which 

combines the uses of sentence relations and the importance of 

keyphrases to carry out the task of extractive summarization.  

 

2. LITERATURE REVIEW 
Akash Ajampura Natesh et al [1] explores an approach 

different from traditional graph summarization techniques. 

Since nouns form an important part of the sentence, they 

create a graph of the available phrases where the nouns form 

the nodes in the graph. Pronouns in the sentences are assigned 

name or object references by analyzing the preceding 

sentence. An edge is added between the 2 nodes if the nouns 

occur together in the sentence, with the edge weight being the 

distance between the nouns. Sentence scores are assigned on 

the basis of noun scores for nouns in the sentence and the top 

sentences are selected to form the summary for the document. 

A special feature of their methodology is the use of pronoun 

resolution to ensure noun occurrences in the sentences, 

ensuring that a valid score for the sentence can be generated.  

Shikhar Sharma et al [2] adopts a different technique for 

summarizing documents. After breaking the document into 

individual sentences, these sentences are used to form the 

graph. A distortion measure based on the “Squared 

Difference” technique is used to calculate the semantic 

dissimilarity between the sentences. The dissimilarity is then 

subtracted from 1 in order to obtain the semantic similarity 

between the sentences. These values are used to initialize the 

graph weights in order to avoid random initialization. Once 

the graph is created, it is passed onto the Textrank algorithm 

to obtain sentence scores. 

Chirantana Malik et al. [3] implements a graph-based 

approach with a modified Textrank algorithm. Each sentence 

corresponds to a node in the graph. Modified Cosine 

similarity is used to give weights to edges which takes into 

account different levels of importance of words in each 

sentence. Textrank score is calculated for each node of the 

graph by considering the average weight of the edges incident 

to it for giving importance to the weights associated with the 

edges. Summarization is done here by selecting top ‘n’ 

number of sentences based on their Textrank value and then 

arranging them by their index. 

Kang Yang et al. [4] proposes a methodology based on an 

integrated graph model used along with Textrank. POS 

tagging is performed for each word, forming word-POS pairs. 

For context analysis, bigrams and trigrams are constructed. 

Thus, three separate structures are created- word-POS, bigram 

and trigram. Then three undirected weighted graphs are built 

for the sentences in a document which correspond to the three 

structures constructed earlier. Graphs from different sources 

are integrated in a Naive Bayesian fashion. Textrank is 

performed to calculate score of each node or sentence. 

Sentences with the highest score are selected as per the 

compression rate. 

Hakim et al [5] presents new ways to expand and try to 

improve graph-based multi-document extractive 

summarization models by exploring how key phrases can be 

used in the process of text summarization to produce better 

summaries. The intuition behind this approach is that the key 

phrases of a document cluster represent the core ideas and 

topics of the cluster. Therefore, by taking into account those 

key phrases, and more specifically, by considering the 

similarity between those key phrases and the various 

sentences in the cluster, it can evaluate better that which 

sentences are the most important. 

Erkan et al [6] propose a multi-document extractive 

summarization system which serves as the baseline model. 

The centrality score is computed using the LexRank method, 

then this score is modified to include a different key phrase 

score that represents the sentence’s similarity to the key 

phrases in the document cluster. The key phrase score is 

computed using 3 approaches. First using only the key phrases 

that is equal to the number of phrases present in the given 

sentence, second using the key phrases equal to the sum of the 

cosine similarity between the TF-IDF representations of each 

key phrase (Feinerer [7] et al.); and third, by calculating the 

key phrase’s importance using the scores/ranking provided by 

the pke package for each key phrase [7]. After computing the 

final modified score, the author has used ROUGE metric for 

evaluation. 

Jonas et al [8] provides us with a method that results in a 

smooth summary. Most of the graph-based summarization 

techniques suffers from sudden topic shifts. This problem 

could be solved by using Shortest Path Algorithm suggest by 

the author in the paper ‘Extraction based summarization using 

a shortest path algorithm’. The method first divides the entire 

documents such that sentences form the nodes of the graph. 

Costs of edges between nodes are based on number of 

overlapping words between two sentences, more similar the 

sentence implies less cost. A special feature of this method is 

that a node has an edge to its following sentence too, so this 

might result in smooth summary. For constructing summary, 

chose a path from the first sentence to last sentence and 

include all sentences in the path. This method results in 

smooth summary and summaries of varying length. After 

computing the model, the author has used ROUGE metric for 

evaluation. 

Madhurima et al [9] suggest a different approach for graph-

based summarization. Instead of using Textrank algorithm, 

the authors use clustering technique. After POS tagging, 

pronoun resolution and stop word removal, each sentence acts 

as the node of the graph. Cosine similarity is used to assign 

weight to the edges between two nodes. After graph 

construction, clustering coefficient and average clustering 

coefficient is computed for each node. The special feature of 

this methodology is applying info map clustering algorithm to 

partitioning graph into subgraphs and selecting subgraphs 
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having coefficient greater than the average clustering 

coefficient. 

Flourian Boudin et al [10] describes pke, an open source 

python-based keyphrase extraction toolkit. It provides an end-

to-end keyphrase extraction pipeline in which each 

component can be easily modified or extended to develop new 

approaches. 

 

3. PROPOSED METHODOLOGY 
The approach combines two aspects of making document 

summaries useful – keyword extraction [5] and graph 

representation of document contents – to build a Multi-

Document extractive summarization model. While both graph 

summarization and keyword extraction have been 

implemented in the past, a model which combines the power 

of both the techniques has not been examined in detail. The 

complete methodology can be broken down into three stages: 

3.1.1 Stage 1: Pre-processing 
In the first stage, the model reads the contents of all (or the 

single) documents(s) which are given by the user, such that 

the documents belong to the same domain. Once all the input 

documents are read, the contents of the documents are split 

from the paragraphs into the corresponding individual 

sentences. Once the application obtains a list of sentences, 

they are pre-processed to remove stopwords and resolve 

pronouns in consecutive sentences. 

3.1.2 Stage 2: Graph Builder 
Keywords are extracted using an open-source tool, pke. 

Shortest path algorithm is generated to ensure summary 

generated is smooth and it also reduces the corpus size. The 

graph constructed consists of sentences given as output from 

the shortest path algorithm as the nodes and edge weights as 

the sum of sentence-sentence similarity and sentence-keyword 

similarity. 

3.1.3 Stage 3: Summary Generation 
The weighted graph is passed to the Textrank module to get 

sentence importance scores and top sentences are extracted to 

form the summary. 

 

Figure 4. Proposed Model 

4. IMPLEMENTATION 
The different modules involved right from reading the input 

files to ranking sentences according to content are described 

in the following subsections. 

4.1 Algorithms Used 

4.1.1 TextRank 
The TextRank algorithm determines the similarity of each 

sentence with other sentences in a given text. Based on this, 

TextRank scores are given to each sentence. Every sentence is 

stored as a node of a graph. The values are iterated over 

multiple times until they converge. The sentence with the 

highest score is the sentence which is the most similar to other 

sentences. Cosine similarity is used as a similarity measure for 

TextRank. 

4.1.2 Dijkstra’s Shortest Path Algorithm 
Dijkstra's Shortest Path algorithm finds the shortest path 

between nodes of a graph. It uses a queue for storing and 

querying partial solutions sorted by distance from the start. 

Time complexity of this algorithm with a min-Priority queue 

is 

O( |V| + |E| * log|V| ) 

where |V| is the number of vertices and |E| is the number of 

edges. 

This algorithm is used in the project to smoothen the flow of 

sentences. It selects the sentences in the sequence in which 

they were present in the input given by the user. 
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4.2 Pre-processing 
In the first stage, the model reads the contents of all (or the 

single) document(s) which are given by the user, such that the 

documents belong to the same domain. A single domain for 

all the documents ensures that the summary generated is 

meaningful and comprehensible by the user. Once all the 

input documents are read, the text from the documents is 

extracted. The text is then cleaned i.e. unnecessary white 

spaces and lines are removed. The neuralcoref and spaCy 

libraries are used to perform pronoun resolution. Anaphoric 

ambiguities are removed by using pronoun resolution. The 

text obtained after pronoun resolution is tokenized. The 

sentences are then processed to remove stopwords which do 

not contribute to the meaning of the document content. The 

stopwords used for reference are from the NLTK corpus. 

Once tokenized text is obtained without stopwords, it is 

passed to TextRank module. 

 

Figure 5. Pronoun Resolution 

4.3 Keyphrase Extraction 
The next step is keyphrase extraction. Keyphrases have an 

important role in document summarization as they convey the 

essence of the document with the help of clear, concise and 

direct words. The extraction is carried out with the help of a 

pre-trained keyphrase extraction toolkit, pke [10]. It is an 

open-source toolkit which provides an end-to-end keyphrase 

extraction pipeline in which each component can be easily 

modified or extended to develop new models [10]. A 

similarity matrix is developed by considering sentence-

sentence similarity as well as sentence-keyword similarity. To 

obtain keyphrases, the cleaned text obtained after pronoun 

resolution is used. Keyphrase extraction is performed using 

two methods, YAKE and TextRank, with the three best 

keyphrases being selected in both cases. 

4.3.1 YAKE 
One implementation is by using YAKE library. The candidate 

selection is done using bigrams to analyse keyphrases. A one-

word window is used to refer to a single word before and after 

the current word to understand the context. This 

implementation does not use stemming of words and the 

stoplist used is the collection of stopwords from NLTK 

library. The threshold for extraction is set at 0.3 which is 

required to set a limit for redundant phrases. 

4.3.2 TextRank 
The second implementation is the TextRank extractor of pke. 

The sentences are stemmed in this implementation and the 

window size is set to 3. This implementation uses Parts-Of-

Speech tagging to analyse the words in the given text. For 

selection of the keywords, we analyse only the top 60% of the 

scored words to limit the processing needed. 

 

Figure 6. Keyphrase Extraction 

4.4 Graph Building 
Once the keyphrases for the document have been extracted, 

these can be used to evaluate sentence importance and 

calculate edge weights for the graphs. The sentences which 

were extracted from the document are represented in the form 

of a graph structure. The nodes of the graph represent the 

different sentences obtained and the edge weights are 

symbolic of the relation between the sentences. The weights 

are a combination of two aspects – sentence semantic 

similarity and coherence with keyphrases. The similarity 

measure used is the cosine similarity which uses a vector 

representation of sentences and keyphrases. We use GloVE 

embeddings to vectorize the textual aspects. 

4.5 Shortest Path 
Simply extracting the important and relevant sentences 

however does not always guarantee a summary that can be 

easily understood by the reader. Hence, the authors pass the 

processed corpus to the Shortest Path module. It helps to 

reduce the size of the input corpus. It also helps ensure we 

have a smooth flow from one sentence to another. The graph 

fed to the algorithm consists of sentences as the nodes with 

similarity values calculated as edge weights. The authors use 

Modified Dijkstra's Algorithm, where higher edge weights are 

considered to find a smooth path from the first to the last 

sentence. In this manner, we get a set of reduced sentences, 

which is then passed to the TextRank module. 

4.6 TextRank 
The sentences obtained from the Shortest Path module are 

used to re-initialize the graph weights, having an advantage 

over random initialization for TextRank. After re-building the 

graph using cosine similarity for edge weights, it is passed to 

the TextRank module which continuously iterates till 

convergence to obtain a ranking of sentences according to 

their importance for summary generation. 

4.7 Dataset 
For training the model to understand optimal parameters, the 

authors made use of the DUC 2004 dataset provided by NIST. 

The data provided consisted of a number of tracks, each track 

consisting of a cluster of 50 folder and each folder in turn 

consisted of 8-10 documents. The data used for the purpose of 

testing and deriving parameters belonged to Task 1 and 2 of 

the dataset. These tasks had corresponding model summaries 

written by multiple authors, where every author had written 

summaries for not all but a few of the document clusters. 

Hence, the processing of the dataset before any kind of testing 

required the authors to extract the relevant text data from the 

documents, prepare it in a format suitable to be parsed and 
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map it to the summary by an author to carry out effective 

evaluation of the model parameters. Since the end model is 

unsupervised, the data was required to see how the summaries 

respond to the tuning of parameters and in turn helped 

establish the final parameters in the unsupervised model. 

 

5. EXPERIMENTATION, RESULTS 

AND DISCUSSIONS 

5.1 Performance Metric 
The authors have used the ROUGE metric for evaluation of 

the generated summaries. Lin introduced a set of metrics 

called Recall-Oriented Understudy for Gisting Evaluation 

(ROUGE) to automatically determine the accuracy of a 

summary by comparing it to a reference summary. Various 

Rouge metrics for evaluation are as follows: 

5.1.1 ROUGE-N 
Rouge-N metric is a measure of overlapping words which 

considers N-grams between a model generated summary and a 

reference summary. The value of N can be 1 i.e. ROUGE-1 

represents unigram overlap between the 2 summaries, a value 

of N = 2 represents bigram overlap and so on. 

5.1.2 ROUGE-L 
In this evaluation scheme, the longest common subsequence is 

identified between the reference and the model generated 

summary. Rouge-L is more flexible as compared to Rouge-N, 

but has the drawback that it requires all the N-grams in 

consecutive positions. 

5.2 Evaluation 
For evaluating on the proposed summary generation scheme, 

the authors utilized the DUC 2004 dataset, specifically the 

data limited to Task 1 and 2. The dataset consisted of a total 

of 50 document clusters pertaining to a news published in the 

media. Testing on the dataset involved tuning of different 

parameters and the results obtained over the 50 sets is as 

mentioned in the table below. 

For evaluation 2 models were used, YAKE and TextRank, 

provided by PKE. YAKE was the first model to be tried and it 

yielded the ROUGE values as shown in Table 1. 

 

Table 1. ROUGE values for YAKE keyphrase extraction 

 Precision Recall F-Measure 

ROUGE-1 0.4427 0.1731 0.2472 

ROUGE-2 0.0721 0.0275 0.0395 

ROUGE-L 0.2207 0.0862 0.1232 

 

Since the values obtained through YAKE were not optimal, 

the authors implemented keyphrase extraction using PKE’s 

TextRank model which showed a marked improvement over 

the previous extraction model. The results obtained as a result 

are highlighted in Table 2. 

 

 

Table 2. ROUGE values for TextRank keyphrase 

extraction 

 Precision Recall F-Measure 

ROUGE-1 0.5138 0.1668 0.2505 

ROUGE-2 0.1064 0.0346 0.052 

ROUGE-L 0.2626 0.0853 0.1281 

 

The comparison between the 2 models with different 

parameters is further highlighted through the graphs below. 

The graphs reflect how the evaluation metric values changed 

in correspondence to the change in parameters used in the 

model. 

 

 
Figure 7. Comparison of ROUGE-1 for YAKE and TextRank 

 

 

 
Figure 8. Comparison of ROUGE-2 for YAKE and TextRank 

 

 
Figure 9. Comparison of ROUGE-L for YAKE and TextRank 
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6. CONCLUSION AND FUTURE SCOPE 
Due to the information overload in the internet, news articles, 

contents on social Medias, automatic document 

summarization has received a great deal of attention. The 

proposed model serves the purpose of summarizing a 

document or a set of documents in a concise manner. The 

model combines the advantages of different techniques to 

generate accurate summaries for different documents 

belonging to the same domain given by the user. Unlike other 

text summarizers available, the authors have successfully 

implemented Shortest Path Algorithm in the model to provide 

crisp summaries. The combined implementation of TextRank, 

Keyphrase Generator and Shortest Path Algorithm has helped 

to achieve greater accuracy in generating concise summaries. 

The proposed methodology is able to cover up drawbacks of 

traditional summarization techniques and produce good 

results. 

Automatic summarization evaluation is still a very promising 

research area with numerous challenges ahead. The project 

can be extended to include features like reading and writing 

from PDF’s and generating summaries as per user specified 

lengths. An application of this is convenient text-to-speech for 

blind people; the idea here is to scan and examine over a page 

from a book, and then read a summary of the page rather than 

the entire text. This is an effective way to provide page by 

page synopsis rather than the whole book. The implemented 

system can be used to provide summaries in different 

languages in future. Document Visualization is also another 

topic for research regarding automatic text summarization. 

Integration into a document visualization tool can be done to 

visualize documents or document clusters in a number of 

ways, including as points on a graph. Moreover, the 

development of more focused summaries using Abstractive 

Summarization can be applied to achieve more consistent 

evaluation and to a better convergence between human and 

automatic evaluation strategies. 
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Abstract: With the advent of the 5G era, the scope of e-mail applications has become more and more extensive, but 

the various spam messages that follow have also caused more and more serious problems. Among the many existing 

methods for filtering spam, the probability-based Bayesian classification algorithm is simple and efficient, and the 

accuracy rate can reach about 90%. This article briefly introduces the Bayesian model, gives an email filtering 

method based on the naive Bayesian classification model, and briefly analyzes its advantages and disadvantages. 

Finally, its effectiveness is verified through experiments. 
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1 INTRODUCTION 

With the popularization of the Internet, e-mail has been 

loved by many netizens due to its low price and 

convenient use. However, it has also caused a large 

number of spam emails to affect normal 

communication. According to Kaspersky Lab, in 2019, 

the third In the quarter, the average proportion of spam 

in global mail traffic was 56.26%. Among them, the top 

5 spam source countries: China ranked first (20.43%), 

followed by the United States (13.37%) and Russia 

(5.60%). Fourth place is Brazil (5.14%) and fifth place 

is France (3.35%). It can be seen that the form of spam 

processing in my country is still not optimistic. 

Many countries have formulated anti-spam laws and 

regulations, and my country has also formulated 

relevant legal provisions. However, due to interest-

driven, currently spam has not been effectively curbed, 

but has a growing trend. In addition to national 

prevention and control, many mail servers use technical 

methods to filter spam [1], such as adding blacklists, 

adopting sensitive word filtering rules, and using 

whitelists. At present, the more popular spam filtering 

methods include decision tree[2], Boosting[3], K 

nearest neighbor[4], support vector machine[5], 

Bayesian principle, etc.[6]. 

This article mainly introduces the use of Naive Bayes 

algorithm to filter spam, and combines Adaboost to 

improve the algorithm [7]. 

2 NAIVE BAYES MODEL AND 

RELATED PRINCIPLES 

2.1 Bayesian Principle 

Bayesian principle is a method proposed by British 

scholar Bayes as early as the 18th century to apply 

observed phenomena to correct subjective judgments 

about probability distribution [8]. The theorem states 

that the probability of something happening in the 

future can be estimated by calculating how often it has 

happened. Using Bayesian algorithm to filter spam, 

first we prepared 5574 samples, used cross-validation, 

randomly selected 4574 as training samples, generated 

a vocabulary list (corpus), tested and calculated the 

average error rate of classification for 1000 test 

samples . 

2.2 Bayesian Classifier 

The naive Bayes classifier uses the "attribute 

conditional independence hypothesis": assuming that 

all attributes are independent of each other, based on 

the attribute conditional independence hypothesis. 

Assume that the words contained in the content of the 

email are Wi, Spam, and ham. To judge an email, the 

word contained in the content is Wi, to judge whether 

the email is spam, that is, to calculate the conditional 

probability of P(S|Wi). According to Bayesian formula: 

 

among them: 
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• Pr(S|Wi) The conditional probability that a message 

with the word Wi appearing is spam (that is, the 

posterior probability); 

• Pr(S) The probability of spam in the mail data set 

during the training phase, or the probability of spam 

actually investigated (ie, prior probability); 

•  Pr(Wi|S) the probability of the word Wi in spam 

emails; 

• Pr(H) The probability of normal mail in the mail data 

set during the training phase, or the probability of 

normal mail actually investigated; 

• Pr(Wi|H) The probability that the word Wi appears 

in a normal email; 

For all words appearing in the email, considering the 

independence of each word occurrence event, calculate 

the joint probability Pr(S|W) of Pr(S|Wi), W={W1, 

W2,...Wn}: 

 

Among them:-P is Pr(S|W), the conditional probability 

of spam when the word W={W1, W2......Wn} 

appears;-Pi is Pr(S|Wi), the word Wi appears Is a 

conditional probability of spam. 

 

3 ALGORITHM IMPROVEMENT 

Use Bayesian formula to classify emails, calculate 

Pr(S|W) and Pr(H|W), compare the size of Pr(S|W) and 

Pr(H|W), and judge whether it is spam or normal email . 

We find that Pr(S|W) and Pr(H|W) calculate the same 

denominator, so we only need to compare the 

numerators. But there are still two problems: 1. When 

the vocabulary does not exist, that is, ni=0, at this time 

Pr(S|Wi) = 0, it will cause P=0, which cannot be 

compared; 2. When Pr(S| When Wi) is small, 

multiplying operations will cause underflow problems. 

3.1 Solution 

To solve these two problems, we have adopted the 

following solutions: 1. When calculating P(Wi|S) and 

P(Wi|H), initialize the number of occurrences of all 

words to 1, and initialize the denominator to 2 (or 

Adjust the denominator value according to the 

sample/actual survey results); 2. When calculating 

P(Wi|S) and P(Wi|H), take the logarithm of the 

probability.So the final comparison is, 

P(W1|S)P(W2|S)...P(Wn|S)P(S) and 

P(W1|H)P(W2|H)....P The size of (Wn|H)P(H). 

Test effect: 5574 samples, using cross-validation, 

randomly selected 4574 as training samples to generate 

a vocabulary list (corpus), for 1000 test samples, the 

average error rate of classification is about 2.5%. 

 

3.2 Improve The Algorithm Combined 

with Adaboost 

When we calculate the joint posterior probability of ps 

and ph, we can introduce an adjustment factor DS, 

whose function is to adjust the "spamicity" of a word 

in the vocabulary, where DS is iteratively obtained by 

the Adaboost algorithm to obtain the best value. The 

process is as follows: 

Step 1 Set the number of adaboost cycles count; 

Step 2 Cross validation randomly select 1000 samples; 

Step 3 DS is initialized to an all-one vector equal in size 

to the vocabulary list; 

Step 4 Iterate the loop count times: 

Step 4.1 Set the minimum classification error rate inf 

Step 4.2 For each sample: 

Step 4.2.1 Classify the sample under the current DS 

Step 4.2.2 If the classification is wrong: 

Step 4.2.2.1 Calculate the degree of error, that is, 

compare the alpha difference between ps and ph 

Step 4.2.2.2 If the sample was originally spam, it was 

classified as ham by mistake: 

Step 4.2.2.2.1 DS[Vocabulary contained in sample] = 

np.abs(DS[Vocabulary contained in sample]-

np.exp(alpha) / DS[Vocabulary contained in sample]) 

Step 4.2.2.3 If the sample was originally ham, it was 

classified as spam by mistake: 

Step 4.2.2.3.1 DS[Vocabulary contained in sample] = 

DS[Vocabulary contained in sample] + np.exp(alpha) / 

DS[Vocabulary contained in sample] 

Step 4.3 Calculate the error rate 

Step 5 Save the minimum error rate and the vocabulary 

list at this time, P(Wi|S) and P(Wi|H), DS and other 

information, that is, save the information of the best 

trained model 

Test effect: 5574 samples, get the best model 

information for Adaboost algorithm training (including 

vocabulary list, P(Wi|S) and P(Wi|H), DS, etc.), for 
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1000 test samples, the average error rate of 

classification Approximately: 0.5%. 

 

4 CONCLUSION 

The harm of spam is self-evident, so our treatment of 

spam is also urgent. This article introduces the 

application of the Naive Bayes algorithm in spam 

processing, introduces the content and working 

principle of the Naive Bayes algorithm model in detail, 

and finds that underflow and probability of 0 occur 

during the construction of the algorithm model In 

response to the discovered problems, we found out the 

corresponding solutions, and finally implemented the 

coding combined with the improved Adaboost 

algorithm to greatly reduce the average error rate of 

spam classification. 
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Abstract: Bali is one of the islands in Indonesia which is famous for its natural and cultural beauty. Cultural preservation, especially in 

Bali, is needed to keep the ancestral heritage and Balinese identity. Culture in agriculture is one of the cultures in Bali that must be 

preserved. The agricultural terms in Bali is diverse and has its own uniqueness. One way to preserve culture in agriculture is to 

develop a dictionary application for the agricultural terms in Bali based on Android. It is hoped that this application can introduce and 

preserve culture especially in agriculture in Bali to the general public. Considering the technological developments that most people 

already use smartphones, an android based application is developed so that it can facilitate access to applications via a smartphone. 
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1. INTRODUCTION 
Culture is a complex which includes knowledge, beliefs, art, 

morals, customs and other abilities and habits possessed by 

humans as part of society [1]. Cultural preservation, especially 

in Bali, is needed to maintain the ancestral heritage and 

identity of Bali and the Indonesian people more broadly. 

Culture in agriculture is one of the cultures in Bali that must 

be preserved. Bali is an island in Indonesia where most of the 

land is used in agriculture. According to data from the Central 

Statistics Agency Bali, 2018 regarding land area according to 

its use in the Province of Bali in 2017, the area of agricultural 

land in Bali is 407534 ha, 72% of the total land in Bali [2]. 

The terms in agriculture in Bali are diverse and have their 

own uniqueness. One way to preserve culture in agriculture is 

to develop an Android-based dictionary of agricultural terms 

in Bali. 

Android is an operating system based on Linux for cellular 

phones such as smartphones and tablet computers. Android 

provides an open platform for developers to create their own 

applications for use by a variety of mobile devices. At present 

most smartphone vendors have produced Android-based 

smartphones, including HTC, Motorola, Samsung, LG, Sony 

Ericsson, Acer, Nexus, Oppo, and Vivo. 

From the above background, research was conducted to 

design and build a dictionary of agricultural terms in Bali 

based on Android. It is expected that this application can 

introduce and preserve culture, especially in agriculture in 

Bali to the general public. Considering the development of 

technology that most of the people already use smartphones, 

an android-based application was developed to facilitate 

access to application. 

2. LITERATURE REVIEWS 
Based on previous research related to the Android-based 

dictionary application from a journal entitled "Android-based 

Mobile Application Dictionary of Computer Terms" in 2014 

compiled by Herlan Mulyana and Maimunah stated that the 

Computer Glossary Dictionary was created because the need 

for information is very important and a difficult time when 

having to look for meaning words or terms using conventional 

print dictionaries [3]. The 2016 "Android Based Geography 

Dictionary Application Research" compiled by Winda 

Yormala and Kurnia Setiawati created an application that has 

the term geography, equipped with solar system information, 

exercises according to solar system material and admin to 

update dictionaries and materials [4]. 

3. RESEARCH METHODS 

3.1 Research Flow 
Figure 1 is the stage of the research conducted. The first stage 

of this research is defining the problems want to solve. After 

defining the problems, the next step is to collect data to 

support the resolution of the existing problems. After the 

required data is collected, the data is analyzed as a basis for 

making an application. The stages of making an application 

consist of designing databases, interfaces, and making 

program code. The next step is to inputing sample data to test 

the system. If the system produces outputs that are not as 

expected, data analysis will be performed again. If the results 

are as expected, the research phase has been completed. 
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Figure. 1 Research flow 

3.2 Overview 
Figure 2 is a overview of the system being built. The initial 

input of the system is the agricultural terms in Bali, then the 

system will request the agricultural term data in the database. 

Data about the agricultural term requested by the user will be 

forwarded to the dictionary application of agricultural terms in 

Bali. Information on agricultural terms in Bali is accepted by 

users in Indonesian and English.  

 

 Figure. 2  Overview system 

4. CONCEPTS AND THEORIES 
This section contains concepts and theories that support 

theresearch. They are including Android, Android Studio, 

PHP, and MySQL. 

4.1 Android 
Android is a developed operating system for Linux-based 

mobile devices such as smart phones and tablet computers [5]. 

Android includes an operating system, middleware, and 

applications. Android Inc. is a name of a company engaged in 

the world of information and communication technology, the 

company was bought by a giant company, namely Google Inc. 

and the Handset Alliance was formed, a consortium of 34 

hardware, software and telecommunications companies 

including: Google, HTC, Intel, Motorola, Qualcomm, T-

Mobile and Nvidia.  

4.2 Android Studio 
Android Studio is the official Integrated Development 

Environment (IDE) for Android app development, based on 

IntelliJ IDEA . On top of IntelliJ's powerful code editor and 

developer tools, Android Studio offers even more features that 

enhance your productivity when building Android apps.[6] 

4.3 PHP 
PHP is a scripting language that can be embedded or inserted 

into HTML. PHP is widely used for dynamic website 

programming [7]. PHP stands for PHP hypertext preprocessor 

which is used as a server-side script language in web 

development that is inserted in an html document [8]. The use 

of PHP allows the web to be made dynamic so that the 

maintenance of the website becomes easier and more efficient. 

4.4 MySQL 
MySQL is an open source DBMS (Database Management 

System). The advantage of MySQL is that the database can 

work on various platforms and is easy to access [9]. MySQL 

uses the standard query language SQL (Structure Query 

Language). 

5. RESULT AND IMPLEMENTATION 

5.1 Requirements Analysis 
Requirement analysis is carried out to determine the 

functional requirements of the Dictionary of Agricultural 

Terms in Bali. The following in Table 1 are system 

requirements. 

Table 1. System requirements 

No. Requirements 

1 The system can display a list of agricultural terms. 

2 
The system can display information and pictures / 

photos (if any) about agricultural terms. 

3 
The system can search agricultural terms 

according to user input. 

4 
The system can provide a system admin menu to 

manage data in agricultural terms. 

5 
The system can validate the system admin 

username and password. 

 

5.2 Data  
Based on observations and documentation, 200 data on 

agricultural terms in Bali are obtained, Table 2 is an example 

of agricultural term data in Bali. 
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Table 2. Example of agricultural terms data in Bali 

No. Terms Description 

1. Abangan/ 

Blangu 

Conduit made of bamboo, areca 

nut or areca palm tree trunks; 

function to channel water from 

one place to another; tree trunks 

used depend on the volume of 

water, the greater the volume the 

greater the trunk is used. 

2. Aét Clue when people plow so the 

cow turns left. 

3. Andog Fertile soil; usually still flowing 

water, muddy, and rarely dry. 

4. Andungan The first water channel from a 

water source (Temuku) that 

flows through the fields. 

5. Anggapan Knives for cutting rice or cutting 

during harvest; flat shaped; the 

size of a hand grip; the edges are 

filled with wood or bamboo 

which functions to hold the tool. 

6. Anggas The name of the poison 

grasshopper; thorns or barriers 

that are placed in such a way as 

to close access and protect the 

coconut or other plants from 

being stolen. 

7. Bangkil Tools used to harvest rice in 

fields. 

8. Camok Mouth cover animals such as 

cow or buffalo. 

9. Dapak Cutting tools for branches, 

wood, twigs, and roots; made of 

iron 

10. Gabag Agricultural tools in the form of 

rakes that are used in rice fields, 

made of wood, function to 

destroy or crush the soil to 

become smooth, as well as 

leveling the soil so that water 

can be flooded evenly on each 

plot of paddy. 

 

5.3 Use Case Diagram 
The Dictionary of Agricultural Terms in Bali involves two 

actors: system administrator and user. Application 

functionality consists of login, managing data on agricultural 

terms, displaying a list of agricultural terms, searching for 

agricultural terms, and displaying the information of 

agricultural terms. The use case diagram can be seen in Figure 

3. 

 

Figure. 3  Use case diagram 

5.4 Database Design 
The Dictionary of Agriculture Terms in Bali uses a 

table in the database used. The table is used to store data on 

the name of the term, the description of the term in 

Indonesian, the term description in English, the picture of the 

term and the publish status of the term. The table structure 

used in the database can be seen in Table 3. 

Table 3. Table structure 

Field Data Type 

id int 

bali_word varchar(50) 

ina_desc text 

eng_desc text 

img varchar(50) 

is_publish tinyint 

 

5.5 System Interface 

5.5.1 User 
The application can be accessed by users using smartphones 

that use the Android operating system. The user application 

display can be seen in Figure 4. The user in using the 

application chooses one of the terms available to see the 

description and picture of the agricultural term. Users can also 

search for agricultural terms by typing keywords in the search 

field. 



International Journal of Computer Applications Technology and Research 

Volume 9–Issue 08, 249-253, 2020, ISSN:-2319–8656 

www.ijcat.com  252 

 

Figure. 4  User interface 

5.5.2 Administrator 
The process of updating data can be done by the system 

administrator using the administrator menu. On the 

administrator menu, the administrator can add the agricultural 

terms data, change the agricultural terms data and delete the 

agricultural terms data. Data will be synchronized with data 

on the Android application. The administrator menu is created 

using PHP so it is web based. The administrator display menu 

can be seen in Figure 5. 

 

Figure. 5  Administrator interface 

5.6 Black Box Testing 
Black box testing is done by trying the functions / menus 

provided by the application. Details of the test can be seen in 

Table 4. 

Table 4. Black box testing 

No

. 

Functional Scenario Result Conclusi

on 

1. Login User 

enters 

correct 

username 

and 

password. 

User 

successfully 

logged in as 

administrator. 

Correct 

2. Login User 

entered 

wrong 

username 

or 

password. 

The system 

displays an 

incorrect 

username or 

password 

message. The 

user failed to 

log on as an 

administrator. 

Correct 

3. Displaying 

a list of 

agricultural 

terms. 

The user 

enters the 

applicatio

n. 

The system 

displays a list 

of agricultural 

terms. 

Correct 

4. Displaying 

information 

about the 

explanation 

of 

agricultural 

terms. 

The user 

chooses 

one 

agricultur

al term. 

The system 

displays 

information 

on selected 

agricultural 

terms in 

Indonesian 

and English. 

Correct 

5. Searching 

for 

agricultural 

terms. 

The user 

enters the 

term he 

wants to 

search for. 

The system 

displays the 

agricultural 

term sought. 

Correct 

6. Adding 

agricultural 

term data. 

Administr

ator clicks 

the 

'Tambah 

Kata' 

button, 

then 

enters all 

data fields 

and clicks 

the 'Save' 

button. 

The system 

stores data on 

agricultural 

terms 

according to 

what the 

administrator 

input into the 

database. 

Correct 

7. Changing 

the 

agricultural 

term data. 

The 

administra

tor clicks 

the pencil 

marked 

button on 

one of the 

agricultur

al terms, 

then 

changes 

the data 

and clicks 

the 'Save' 

The system 

changes the 

agricultural 

term data in 

the database. 

Correct 
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button. 

8. Deleting 

agricultural 

term data. 

The 

administra

tor clicks 

the button 

marked 

with a 

cross on 

one of the 

data 

agricultur

al terms. 

The system 

deletes 

agricultural 

term data 

from the 

database. 

Correct 

 

6. CONCLUSION 
The design and build of an Android-based Dictionary of 

Agricultural Terms in Bali has been successfully 

implemented. All application functionality is running as 

expected. Application design and development begins with 

analyzing application requirements, then making application 

designs using use case diagrams, making database designs 

according to application requirements and creating interface 

designs. After the design is finished, proceed with making the 

program code, then entering the sample data and testing all 

the functionalities of the agricultural term dictionary 

application in Bali. 
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